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1AC--- Plan

The United States Federal Government should reduce restrictions on marine offshore conventional energy production of natural gas.

1AC--- Russia

Shale production has peaked and is now crashing- supply crunch imminent 

Nelder 2012 (Chris Nelder, Energy Analyst, Consultant and Investor, February 8, 2012, “Everything you know about shale gas is wrong,” Smart Planet, http://www.smartplanet.com/blog/energy-futurist/everything-you-know-about-shale-gas-is-wrong/341)

But now there’s even more bad news: U.S. gas production appears to have hit a production ceiling, and is actually declining in major areas.  The startling revelation comes from a new paper published today by Houston-based petroleum geologist and energy sector consultant Arthur Berman.  Berman reached this conclusion by compiling his own production history of U.S. shale gas from a massive data set licensed from data provider HPDI. His well-by-well analysis found that total U.S. gas production has been on an “undulating plateau” since the beginning of 2009, and showed declines in some areas in 2011.  This stands in stark contrast to recent data provided by the EIA, which shows shale gas production rising steadily for the past two years, and well into the future.  The EIA’s forecast is bullish because it’s mainly a view of demand, without great regard for supply limits. But their historical supply data differs for a reason that will be no surprise to experienced observers: the data is bad. The EIA gets its data on shale gas production by sampling the reports of major operators, then applying a formula to estimate how much gas is actually being produced, according to Berman. This may explain why they only have official monthly historical production data for the two years (unofficially, three) of 2008 and 2009, and only annual data for 2010 and 2011. This has been a big red flag to me in my recent work on shale gas, accustomed as I am to EIA’s far more detailed and up-to-date monthly and weekly data on oil, and has made it nearly impossible to verify the claim that we’ve had “booming” gas production over the past two years. Data is also available directly from the states, but some states have flawed reporting processes, the granularity and reporting frequency varies (as low as every six months, in the case of Pennsylvania), and ultimately the data isn’t available in a usable format. It’s also inaccurate and incomplete, as one Pittsburgh newspaper recently found out.  Berman reached the same conclusion, noting in his paper that “the data that EIA makes available does not have sufficient resolution to evaluate individual plays or states.” So he had to build his own database.  An unprofitable treadmill  One reason for the recent slowdown in production growth is that “unconventional” shale gas wells have to make up for the decline of conventional gas wells, which has accelerated from 23 percent per year in 2001 to 32 percent per year today. The U.S. now needs to replace 22 billion cubic feet per day (Bcf/d) of production each year just to maintain flat supply. Currently, all shale gas plays together produce around 19 Bcf/d.  The shift to unconventional gas has put us on a production treadmill: We have to keep drilling like mad to maintain output because unconventional wells are far less productive and shorter-lived than conventional gas wells. Berman observes that an average gas well in Texas in 2010 produces one-fifth as much gas as an average conventional gas well did in 1972. In 1972, 23,000 gas wells produced 7.5 trillion cubic feet in Texas; in 2010, it took 102,000 wells to produce 6.4 trillion cubic feet.  Another reason was that the spurt of production created a gas glut and drove prices far below the level of profitability. Data from a January, 2012 presentation by the CEO of gas operator Range Resources showed that gas needs to sell for at least $4 per million BTU in order for operators to turn a profit.  Source: Jonathan Callahan, The Oil Drum. Data from Range Resources.  Berman is certain that the $4 threshold applies to new drilling on existing plays only; after accounting for land leasing, overhead and debt service, the threshold would be much higher. In any case, we can see that production flattened out when prices fell below $4 at the beginning of 2009.  Source: Arthur Berman. Data from Natural Gas Intelligence.  A gas price below $3 spells real trouble for operators, and flagging production is but the first effect. The next is debt: According to analysis by ARC Financial Research, the 34 top U.S. publicly traded shale gas producers are currently carrying a combined $10 billion quarterly cash flow deficit. And finally, there will the destruction of forward supply, as new development grinds down. Financing further development with debt in this environment will be extremely difficult, and eventually even the joint-venture sugar daddies that have sustained operators over the past few months will get cold feet. Without a reversal in price, gas production is guaranteed to decline.  The gas gold rush is over  Indeed, Berman concludes that “the gold rush is over at least for now with the less commercial shale plays.” Within the major producing areas of the U.S., which account for 75 percent of production, all except Louisiana have been either flat or declining in recent years. Overall, he sees evidence that 80 percent of existing U.S. shale gas plays are already approaching peak production. Rig counts have been falling, and major operators such as Chesapeake Energy and ConocoPhilips have announced slowdowns in drilling in the last month.  The two major plays that do not show evidence of peaking yet are the newer ones: the Marcellus Shale in Pennsylvania and the Haynesville Shale in Louisiana. To see the influence of these two plays on overall production, compare the first chart below, which shows production from all shale plays, to the second, which removes production from those two plays:  Source: Arthur Berman  Source: Chart by Chris Nelder, from Arthur Berman’s worksheets  The Haynesville surpassed the Barnett Shale in Texas last year as the top-producing shale play in the U.S., but it may be reaching a production plateau now. Worse, Berman’s analysis finds that despite its impressive production, the Haynesville is among the least economic of the shale plays, requiring gas prices above $7.00 per thousand cubic feet to sustain new drilling profitably, and nearly $9.00 per thousand cubic feet after accounting for leasing and other costs. (One thousand cubic feet is roughly equivalent to one million BTU.)  A word of caution is in order here: A one-year decline in production in an unprofitable environment is not proof that shale gas has “peaked.” It’s certainly possible that renewed drilling could bring higher production when gas prices rise again. The operative question in that case is when. If gas prices recover within the next year or two, it will be relatively easy to bring new wells online rapidly. But if gas prices languish for longer than that, the most productive “core” areas of the plays could become exhausted because the wells deplete so quickly. Without sustained new drilling to replace their production, by the time producers begin drilling again in the remaining, less productive prospects, an air pocket could form in the supply line.  Disinformation and diffusion theory  Berman admits that it’s strange for his bottom-up analysis to produce results that are so wildly divergent from the claims of the operators and the data offered by the EIA. “I ask myself: Where could we be wrong?” he explained. “We’ve looked at the individual wells and it looks like they’ll produce less gas than the operators say, so where could we be wrong? Likewise on cost: There are no retained earnings, so how could they be saying they’re profitable?”  Having scrutinized the financial reports of operators, Berman concludes that operators are being honest with the SEC, because if they aren’t, somebody will go to jail. But then they’re telling a very different story to the public, and to investors, particularly regarding their costs. This isn’t necessarily nefarious; it’s really just a way of working around the natural risks associated with new resource development. They’re playing for the future, not for immediate profitability. Early wildcatters gambled on debt-fueled drilling with the hope that they’d be able to hold the leases long enough to see prices rise again and put them nicely in the black, or flip them at a profit to someone who could. And the profit picture is substantial: according to the Range Resources presentation, when gas is $6, they’ll be realizing a 135 percent internal rate of return.  “I think these companies realize—clearly—that the U.S. is moving toward a gas economy,” Berman observes. “The natural gas industry has been very successful at screwing up the coal industry. . . a huge part of the demand is from the power generation business. The President now thinks, incorrectly, that we’ve got 100 years of natural gas. [Operators think] ‘If we can just get all this land held, drilled, etc., then in a couple of years when the price recovers we’re going to make a fortune’. . . and they’re right!”  I am inclined to agree. My own analysis suggests that gas is trouncing coal in the power generation sector. I am also strongly against exporting LNG, because it will increase domestic costs across the board, another point on which Berman and I agree. “If they go through with the permits to export LNG, then that’s gonna seal it,” he remarked. “All you have to do is commit to 20-year contracts to ship a few bcf per day. . . I fear what’s really going to happen is that we’re going to have to start importing LNG.”  Ultimately, we have to ask why there seems to be such an enormous disconnect between the reality of the production and reserve data, and the wild-eyed claims of operators and politicians. Berman’s answer is blunt: “We’re in a weird place where it’s not in anybody’s vested interest to say that things aren’t wonderful,” he said, and went on to relate a few stories of his encounters with politicians. They admitted to him, straight-up, that they can’t tell the public the truth about energy issues like gas reserves and peak oil because nobody wants to hear it, and they’ll just wind up getting voted out of office.  “This gets back to basic diffusion theory,” Berman muses, “where only 5 percent of people base their decisions on information, while the other 95 percent make decisions on what everybody else thinks.”  That sounds right to me. It benefits everyone involved to tell happy lies, and benefits no one to own up to the current reality. That is true for everyone from the operators right on up to the President.  Perhaps in the end—like government—we’ll simply get the energy policy we deserve. 

Their data is bad- shale can’t sustain exports- ONLY conventional production solves

Nikiforuk 2013 (Andrew Nikiforuk, energy writer citing… 

David Hughes: geoscientist who has studied the energy resources of Canada for nearly four decades, including 32 years with the Geological Survey of Canada as a scientist and research manager. He developed the National Coal Inventory to determine the availability and environmental constraints associated with Canada’s coal resources. As Team Leader for Unconventional Gas on the Canadian Gas Potential Committee, he coordinated the recent publication of a comprehensive assessment of Canada’s unconventional natural gas potential. Over the past decade, he has researched, published and lectured widely on global energy and sustainability issues in North America and internationally. He is a board member of the Association for the Study of Peak Oil and Gas – Canada and is a Fellow of the Post Carbon Institute. He recently contributed to Carbon Shift, an anthology edited by Thomas Homer-Dixon on the twin issues of peak energy and climate change, and his work has been featured in Canadian Business, Walrus and other magazines, as well as through the popular press, radio, television and the internet. He is currently president of a consultancy dedicated to research on energy and sustainability issues.

February 25, 2013, “Fracking Bubble? Report Warns Shale Gas And Oil Won’t Solve Energy Crunch,” Climate Progress, http://thinkprogress.org/climate/2013/02/25/1636311/fracking-bubble-report-warns-shale-gas-and-oil-wont-solve-energy-crunch/?mobile=nc) 

Governments and financial analysts who think unconventional fossil fuels such as bitumen, shale gas and shale oil can usher in an era of prosperity and energy plenty are dangerously deluded, concludes a groundbreaking report by one of Canada's top energy analysts.¶ In a meticulous 181 page study for the Post Carbon Institute, geologist David Hughes concludes that the U.S. "is highly unlikely to achieve energy independence unless energy consumption declines substantially."¶ Exuberant projections by the media and energy pundits that claim that hydraulic fracturing and horizontal drilling "can provide endless growth heralding a new era of 'energy independence,' in which the U.S. will become a substantial net exporter of energy, are entirely unwarranted based on the fundamentals," adds Hughes in a companion article for the science journal Nature.¶ ¶ Moreover it is unlikely that difficult and challenging hydrocarbons such as shale oil can even replace the rate of depletion for conventional light oil and natural gas.¶ ¶ Since 1990, says Hughes, the number of operating wells in the U.S. has increased by 90 per cent while the average productivity of those wells has declined by 38 per cent.¶ ¶ The latest panaceas championed by industry and media talking heads are too expensive and will deplete too rapidly to provide either energy security or independence for the United States, concludes the 62-year-old geologist who worked for Natural Resources Canada for 32 years as a coal and gas specialist.¶ ¶ To Hughes shale gas and shale oil represent a temporary bubble in production that will soon burst due to rapid depletion rates that have only recently been tallied.¶ ¶ Taken together shale gas and shale oil wells "will require about 8,600 wells per year at a cost of over $48 billion to offset declines."¶ ¶ "The idea that the United States might be exporting 12 per cent of its natural gas from shale is just a pipe dream," Hughes, a resident of Cortes Island in British Columbia, told The Tyee.¶ ¶ 'Tough' energy's tough downsides¶ Unconventional fossil fuels all share a host of cruel and limiting traits says Hughes. They offer dramatically fewer energy returns; they consume extreme and endless flows of capital; they provide difficult or volatile rates of supply overtime and have "large environmental impacts in their extraction."¶ ¶ Most important, bitumen, shale oil and shale gas, by definition, are much lower quality hydrocarbons and therefore can't fund business as usual. They simply do not provide the same energy returns or the same amount of work as conventional hydrocarbons due to the energy needed to extract or upgrade them, says Hughes.¶ ¶ At the turn of the century it took just one barrel of oil to find and produce 100 more. Now the returns are down to 20. The mining portion of the tar sands offers returns of five to one while the steam plant operations barely manage returns of three to one, says Hughes. "And that's an extremely conservative estimate."¶ ¶ "Moving to progressively lower quality energy resources diverts more and more resources to the act of acquisition as opposed to doing useful work."¶ A society that progressively spends more and more capital on acquiring energy that does less and less work will either exhaust the global economy or cannibalize national ones as consumers redirect larger portions of their household budgets to energy costs, says Hughes.¶ ¶ "To view them (unconventional hydrocarbons) as 'game changers' capable of indefinitely increasing supply of low cost energy which has underpinned the economic growth of the past century is a mistake."¶ ¶ The exploitation of shale oil and gas (and Hughes reviewed the data for 60,000 wells for the report) may have temporarily reversed declines in conventional resources but they show dramatic limitations often excluded from the mainstream press.¶ ¶ Drilling into a mirage¶ For starters shale gas and oil don't resemble a manufacturing process.¶ ¶ Companies such as Encana claimed in 2006 that they had turned natural gas drilling into a bountiful factory process with so-called "resource plays."¶ After drilling a landscape and pulverizing deep formations with high volume hydraulic fracturing the company claimed it could produce predictable and reliable volumes of hydrocarbons across the landscape.¶ ¶ "But geology matters," says Hughes. In every shale play there are sweet spots and unproductive areas and marginal ones. In fact 88 per cent of all shale gas production flows from six of 20 active plays in the United States while 81 per cent of shale oil comes from two of 21 plays.¶ ¶ Moreover shale gas and oil fields deplete so quickly that they resemble financial treadmills. In order to maintain constant flows from a play industry must replace 30 to 50 per cent of declining production with more wells.¶ ¶ Recovery rates from shale fields are also dismal. Conventional drilling, which uses less energy, often captured up to 70 per cent of the gas in the ground. But shale gas barely averages 10 per cent despite deploying more horsepower and water over greater landscapes.¶ ¶ Nor is shale gas long-lasting. Industry promised that shale gas plays would produce for up to 40 years but the Haynesville, a top U.S. producer, reached maturity in five years and is already in a state of decline, reports Hughes. "Nobody had heard about Haynesville until 2009."¶ ¶ "That's the Achilles heel of shale gas. You need a lot of wells and environmental collateral damage and infrastructure to grow supply." 

Independently, supply uncertainty derails export approval- plan solves
Ebinger 2012 (Charles Ebinger, Senior Fellow and Director of the Energy Security Initiative – Brookings, Kevin Massy, Assistant Director of the Energy Security Initiative at Brookings, and Govinda Avasarala, Senior Research Assistant in the Energy Security Initiative at Brookings, December 1, 2012, “Liquid Markets: Assessing the Case for U.S. Exports of Liquefied Natural Gas,” Brookings Institution, Policy Brief, http://www.brookings.edu/~/media/research/files/reports/2012/5/02%20lng%20exports%20ebinger/0502_lng_exports_ebinger.pdf)

For an increase in U.S. exports of LNG to be considered feasible, there has to be an adequate and sustainable domestic resource base to support it. Natural gas currently accounts for approximately 25 percent of the U.S. primary energy mix.3 While it currently provides only a minority of U.S. gas supply, shale gas production is increasing at a rapid rate: from 2000 to 2006, shale gas production increased by an average annual rate of 17 percent; from 2006 to 2010, production increased by an annual average rate of 48 percent (see Figure 2).4 According to the Energy Information Adminis- tration (EIA), shale gas production in the United States reached 4.87 trillion cubic feet (tcf) in 2010, or 23 percent of U.S. dry gas production. By 2035, it is estimated that shale gas production will account for 46 percent of total domestic natural gas production. Given the centrality of shale gas to the future of the U.S. gas sector, much of the discussion over potential exports hinges on the prospects for its sustained availability and development. For exports to be feasible, gas from shale and other unconventional sources needs to both offset declines in conventional production and compete with new and incumbent domestic end uses. There have been a number of reports and studies that attempt to identify the total amount of technically recoverable shale gas resources—the volumes of gas retrievable using current technology irrespective of cost—available in the United States. These estimates vary from just under 700 trillion cubic feet (tcf) of shale gas to over 1,800 tcf (see table 1). To put these numbers in context, the United States consumed just over 24 tcf of gas in 2010, suggesting that the estimates for the shale gas resource alone would be enough to satisfy between 25 and 80 years of U.S. domestic demand. The estimates for recoverable shale gas resources also compare with an estimate for total U.S. gas resources (onshore and offshore, including Alaska) of 2,543 tcf. Based on the range of estimates below, shale gas could therefore account for between 29 percent and 52 percent of the total technically recoverable natural gas resource in the United States. In addition to the size of the economically recoverable resources, two other major factors will have an impact on the sustainability of shale gas production: the productivity of shale gas wells; and the demand for the equipment used for shale gas production. The productivity of shale gas wells has been a subject of much recent debate, with some industry observers suggesting that undeveloped wells may prove to be less productive than those developed to date. However, a prominent view among independent experts is that sustainability of shale gas production is not a cause for serious concern, owing to the continued rapid improvement in technologies and production processes. 
US natural gas solves EU dependence on Russian supply- Russia empirically uses energy leverage to fuel military buildup and manipulate consumer nations

Cunningham 2013 (Nick Cunningham, policy analyst focusing on climate change and next generation energy issues, March 2013, “The Geopolitical Implications of U.S. Natural Gas Exports,” http://americansecurityproject.org/ASP%20Reports/Ref%200116%20-%20The%20Geopolitical%20Implications%20of%20U.S.%20Natural%20Gas%20Exports.pdf) 

Europe remains highly dependent on Russia for natural gas, which supplies 34% of its total natural gas imports.18 For countries in Central and Eastern Europe (like Czech Republic, Hungary, Bulgaria, Greece), that share is much higher. 19¶ Russia has demonstrated its willingness to use energy as a political tool, cutting off natural gas supplies to European consumers several times over the last decade – with Eastern European countries most harmed by Russian manipulations.20¶ The reasons for such actions are disputed by the Russian government and Gazprom, but the timing of these events seem created to maximize Russia’s political influence. The result is that European countries are vulnerable to a supplier that can be described as unreliable at best.¶ There has been moderate progress to date in loosening Russia’s grip over European energy, and the role of LNG has been instrumental. Rising LNG purchases has allowed Europe to find new suppliers for its energy needs, including Nigeria, Egypt, Trinidad and Qatar. This has led to a diversification of natural gas imports, allowing Europe to cut its dependence on Russia for natural gas from 75% in 1990 down to only 34% today.21¶ The U.S. has already contributed to this trend, albeit unwittingly. The shale gas revolution in the U.S. has freed up LNG imports that were once destined for American ports. LNG shipments were essentially rerouted to Europe. This has allowed LNG supplies around the world to grow, pushing down prices.22¶ However, Russian gas will continue to play a dominant role in Europe’s energy future. 23 Germany’s decision to shut down its nuclear fleet is already requiring more natural gas in its place. It is unknown whether natural gas production in Europe, from shale in particular, will grow in the future.¶ New infrastructure, like the recently opened Nord Stream gas pipeline under the Baltic from Russia to Germany and the beginning of the South Stream pipeline under the Black Sea, will ensure that the link between Russia as a supplier and Europe as a buyer remains strong. Finally, efforts to reduce greenhouse gas emissions will mean natural gas takes on a bigger role, displacing coal (despite the temporary uptick in coal consumption as of late).¶ Several European countries, including Bulgaria, Croatia, Estonia, Lithuania, Latvia, Poland, Romania, Turkey and Ukraine hope to weaken this dependence by constructing LNG import terminals.24¶ The expansion of U.S. LNG exports to Europe could help these countries reduce Russian influence – in particular, the small, heavily dependent, Eastern and Central European states.¶ The more these nations can diversify their energy portfolio, including more sources of imports, the less market share – and political power – Russia and Gazprom will control. This will pre-empt the incentive and ability of Gazprom and the Russian government to play games with energy supplies. 

Realism explains the “energy weapon” phenomenon

Pick 2012 (Lisa Pick, University of Leeds, Summer 2012, “EU-Russia energy relations: a critical analysis,” POLIS, Volume 7, http://www.polis.leeds.ac.uk/assets/files/students/student-journal/ug-summer-12/lisa-pick.pdf)

Russia’s refusal to commit to a rules-based approach to energy cooperation and its rejection  of multilateral regimes such as the ECT suggest an exclusive focus on national interest in an environment which Russia seems to perceive as hostile to its interests, and is hence often seen through the lens of neo-realist theory (Barysch 2007; Emerson 2006; Light 2008; Lucas 2008; Smith 2004). According to neo-realism, states are the main actors in an international realm characterised by a state of anarchy, i.e. no central authority enforces rules and order. The international system therefore is a competitive one; a self-help system in which states struggle for survival (Waltz 1979). The main aim of states is to gain power and to ensure their national interest, minimising the loss of power and influence through rational behaviour. Within this anarchical system, uncertainty and instability can be limited by achieving a “balance of power” according to Waltzian neo-realism (Waltz 1979: 117): as hegemony is perceived as a danger in the international sphere, it is essential to balance against states with a potential claim to hegemony. Accordingly, it has been argued that “Russia views itself as a pole in the multipolar world, characterized by interest-based interaction and the necessity to balance the other poles to ensure that none of them becomes too strong” (Romanova 2008: 192). The Russian rejection of the EU‟s approach to energy cooperation can consequently be interpreted as a zero-sum approach to energy politics in the Eurasian region (Tkachenko 2008: 192). There seems to be a strong geopolitical dimension to Russian energy politics, which the EU‟s market-based approach fails to undercut: the use of energy as a foreign policy tool, enabled by state control of the gas sector. Vladimir Putin‟s presidency (1999-2008) is particularly associated with geopolitical realism (Feklyunina 2008: 130; Light 2008: 15; Rumer 2007: 23). Whereas the liberalisation of gas and energy markets is pushed in the EU, notably after the turning point of 2006, this process has been halted and even reversed in the Russian Federation (Belyi 2009: 122). With Putin’s declared aim of establishing Russia as an „energy superpower‟ in the international sphere, state influence and control over the energy sector have been strengthened through a range of legislative initiatives reversing much of the energy sector privatisation of the 1990s. This was sometimes achieved in an extremely dubious manner, for which the case of the oil company Yukos10 may be the most infamous example (Morozov 2008: 51). Under Putin, the leadership of Russia’s largest energy companies were staffed with “prominent figures of the presidential administration” (Tkachenko 2008: 167), which is indicative of the intertwined relationship of the Kremlin and the Russian energy sector. In 2007, Russian anti-monopoly regulations were removed, which enabled the Kremlin to also acquire substantial shares in the main remaining private gas producers, notably Itera and Novatek, through Gazprom (Smith Stegen 2011: 6507). Therefore, while the gas sector in Russia indisputably involves a wide range of actors, including different “ministries of the [...] Federal Government, regional administrations [...] and legislative assemblies, [...] energy companies, and other business and financial actors”, it is the presidential administration which has established a dominant control over both the exploration and transport of gas through Russian territory and that of its immediate surroundings (Tkachenko 2008: 163). It has been able to do so mainly through the energy giant Gazprom. While Gazprom claims to be purely commercial, it is described by critics as something similar to a Foreign Ministry, “a parallel government” (Tkachenko 2008: 186) or even as “synonymous with the Kremlin” (Light 2008: 18). An offspring of the former Soviet Ministry of the Gas Industry, Gazprom was privatised after the demise of the USSR. In 2004/05, however, the Kremlin bought 51% of the company‟s shares, effectively bringing it under total state control. While routine management of Gazprom and its estimated 170 subsidiary companies remains with managers rather than bureaucrats, strategic decisions of Gazprom are determined at the highest political level in Russia (Westphal 2006: 54). Putin furthermore changed the leadership of Gazprom, appointing Aleksey Miller - a personal friend and a former member of the St. Petersburg administration - as chief executive officer (Tkachenko 2008: 185). This political control over Gazprom, and the company‟s monopoly over both extraction and transport of gas, seems to provide the Kremlin with an effective foreign policy tool. Whereas the EU insists on a de-politicised approach to energy relations, the Russian Ministry ¶ of Energy bluntly states that energy resources are an “instrument for domestic and foreign ¶ policy”, which crudely highlights how poorly compatible European and Russian approaches to the gas sector de facto seem to be (cited in Smith Stegen 2011: 6506). The Kremlin has ¶ arguably used gas exports as a means to assert itself in its near neighbourhood at several ¶ occasions since the end of the USSR, even before the 2006 crisis (Umbach 2010: 1230).¶ Reductions of gas supply to the Baltic States were used by Moscow to assert pressure during a ¶ dispute about Russian-speaking minorities and Russian military installations on Baltic ¶ territory in 1992/93; in the early 1990s gas disruptions were also used during a conflict with ¶ Ukraine about the Black Sea Fleet. When settling the issue, Ukraine obtained price reductions ¶ of 30% on its gas imports (Smith Stegen 2011: 6509). Overall, there seems to be a direct ¶ correlation between the gas prices paid by the states in Russia‟s immediate neighbourhood ¶ and the political (more or less pro-Russian) orientation of the respective governments (Smith ¶ Stegen 2011: 6509). Russian energy policy can thus, at least in part, be seen as an attempt to ¶ preserve power within a perceived „natural sphere of influence‟, encompassing countries of ¶ the former USSR and the Warsaw Pact (Rumer 2007; Ševcova 2007; Smith Stegen 2011). ¶ Against this background, the Russian perception of the EU‟s involvement in Eastern Europe ¶ is that of an increasing conflict over its influence in this region, notably since the Orange ¶ Revolution in Ukraine (Feklyunina 2008: 137). Effectively, the EU has over the past two ¶ decades cut into a sphere where Russia previously dominated politically and economically: as ¶ a result, all of the former Warsaw Pact and Baltic satellite states are today incorporated into ¶ NATO, and the EU, or its neighbourhood policy framework (Rumer 2007: 29). Russia has ¶ hence lost substantial weight in this region. While Moscow‟s „hard power‟ of economic and ¶ military strength declined in the 1990s, it had little to offer in terms of „soft power‟ which ¶ could compete with the economic gains and security offered by “Euroatlanticism” (Lucas¶ 2008: 131). The EU‟s attempts to convince countries in the Caucasus region to sign up to its ¶ economic and normative agenda (discussed above) hence run counter to Russia‟s regional ¶ ambitions. As Michael Margelov (a member of the Federal Russian Assembly) states, the ¶ South Caucasus and Central Asia are “historic zones of Russian interest” and should therefore ¶ not become “strategic „black holes‟ or lost to other states‟ geopolitical influence” (cited in ¶ Smith Stegen 2011: 6507). Developments in the shared neighbourhood thus seem to be ¶ perceived according to zero-sum logic, meaning that “any increase in EU influence is ¶ perceived to cause a diminution of Russian influence” (Light 2008: 15).

Realism is inevitable – gotta work within the existing state system
Guzzini 1998 Stefano Guzzini, Assis. Prof @ Central European U, Realism in Int’l Relations, 1998, p. 212

Therefore, in a third step, this chapter also claims that it is impossible just to heap realism onto the dustbin of history and start anew. This is a non-option. Although realism as a strictly causal theory has been a disappointment, various realist assumptions are well alive in the minds of many practitioners and observers of international affairs. Although it does not correspond to a theory which helps us to understand a real world with objective laws, it is a world-view which suggests thoughts about it, and which permeates our daily language for making sense of it. Realism has been a rich, albeit very contestable, reservoir of lessons of the past, of metaphors and historical analogies, which, in the hands of its most gifted representatives, have been proposed, at times imposed, and reproduced as guides to a common understanding of international affairs. Realism is alive in the collective memory and self-understanding of our (i.e. Western) foreign policy elite and public whether educated or not. Hence, we cannot but deal with it.  For this reason, forgetting realism is also questionable. Of course, academic observers should not bow to the whims of daily politics. But staying at distance, or being critical, does not mean that they should lose the capacity to understand the languages of those who make significant decisions not only in government, but also in firms, NGOs, and other institutions. To the contrary, this understanding, as increasingly varied as it may be, is a prerequisite for their very profession. More particularly, it is a prerequisite for opposing the more irresponsible claims made in the name although not always necessarily in the spirit, of realism.
Material structures determine the constitution of the international system- alternative discourses cannot change that
John J. Mearsheimer, realism heavyweight champion, 1995 International Security, Vol. 20, No. 1. (Summer 1995), pp. 82-93.

Realists believe that state behavior is largely shaped by the material structure of the international system. The distribution of material capabilities among states is the key factor for understanding world politics. For realists, some level of security competition among great powers is inevitable because of the material structure of the international system. Individuals are free to adopt non-realist discourses, but in the final analysis, the system forces states to behave according to the dictates of realism, or risk destruction. Critical theorists, on the other hand, focus on the social structure of the international system. They believe that "world politics is socially constructed," which is another way of saying that shared discourse, or how communities of individuals think and talk about the world, largely shapes the world. Wendt recognizes that "material resources like gold and tanks exist," but he argues that "such capabilities . . . only acquire meaning for human action through the structure of shared knowledge in which they are embedded." Significantly for critical theorists, discourse can change, which means that realism is not forever, and that therefore it might be possible to move beyond realism to a world where institutionalized norms cause states to behave in more communitarian and peaceful ways. The most revealing aspect of Wendt's discussion is that he did not respond to the two main charges leveled against critical theory in "False Promise." The first problem with critical theory is that although the theory is deeply concerned with radically changing state behavior, it says little about how change comes about. The theory does not tell us why particular discourses become dominant, and others fall by the wayside. Specifically, Wendt does not explain why realism has been the dominant discourse in world politics for well over a thousand years, although I explicitly raised this question in "False Promise" (p. 42). Moreover, he sheds no light on why the time is ripe for unseating realism, nor on why realism is likely to be replaced by a more peaceful, communitarian discourse, although I explicitly raised both questions. Wendt's failure to answer these questions has important ramifications for his own arguments. For example, he maintains that if it is possible to change international political discourse and alter state behavior, "then it is irresponsible to pursue policies that perpetuate destructive old orders [i.e., realism], especially if we care about the well-being of future generations." The clear implication here is that realists like me are irresponsible and do not care much about the welfare of future generations. However, even if we change discourses and move beyond realism, a fundamental problem with Wendt's argument remains: because his theory cannot predict the future, he cannot know whether the discourse that ultimately replaces realism will be more benign than realism. He has no way of knowing whether a fascistic discourse more violent than realism will emerge as the hegemonic discourse. For example, he obviously would like another Gorbachev to come to power in Russia, but he cannot be sure we will not get a Zhirinovsky instead. So even from a critical theory perspective, defending realism might very well be the more responsible policy choice. The second major problem with critical theory is that its proponents have offered little empirical support for their theory. For example, I noted in "False Promise" that critical theorists concede that realism has been the dominant discourse in international politics from about 1300 to 1989, a remarkably long period of time. Wendt does not challenge this description of the historical record by pointing to alternative discourses that influenced state behavior during this period. In fact, Wendt's discussion of history is obscure. I also noted in "False Promise" that although critical theorists largely concede the past to realism, many believe that the end of the Cold War presents an excellent opportunity to replace realism as the hegemonic discourse, and thus fundamentally change state behavior. I directly challenged this assertion in my article, but Wendt responds with only a few vague words about this issue. Wendt writes in his response that "if critical theories fail, this will be because they do not explain how the world works, not because of their values." I agree completely, but critical theorists have yet to provide evidence that their theory can explain very much. In fact, the distinguishing feature of the critical theory literature, Wendt's work included, is its lack of empirical content. Possibly that situation will change over time, but until it does, critical theory will not topple realism from its commanding position in the international relations literature.  
Geography determines resource and power distribution- critical authors overestimate subjective factors
Kaplan 2012 (Robert D. Kaplan, chief geopolitical analyst at Stratfor, December 19, 2012, “The geopolitics of shale gas,” http://www.euractiv.com/energy/geopolitics-shale-analysis-516808)

"According to the elite newspapers and journals of opinion, the future of foreign affairs mainly rests on ideas: the moral impetus for humanitarian intervention, the various theories governing exchange rates and debt rebalancing necessary to fix Europe, the rise of cosmopolitanism alongside the stubborn vibrancy of nationalism in East Asia and so on.  In other words, the world of the future can be engineered and defined based on doctoral theses. And to a certain extent this may be true. As the 20th century showed us, ideologies -- whether communism, fascism or humanism -- matter and matter greatly.  But there is another truth: The reality of large, impersonal forces like geography and the environment that also help to determine the future of human events. Africa has historically been poor largely because of few good natural harbours and few navigable rivers from the interior to the coast.  Russia is paranoid because its land mass is exposed to invasion with few natural barriers. The Persian Gulf sheikhdoms are fabulously wealthy not because of ideas but because of large energy deposits underground. You get the point. Intellectuals concentrate on what they can change, but we are helpless to change much of what happens.  Enter shale, a sedimentary rock within which natural gas can be trapped. Shale gas constitutes a new source of extractable energy for the post-industrial world. Countries that have considerable shale deposits will be better placed in the 21st century competition between states, and those without such deposits will be worse off. Ideas will matter little in this regard.  Stratfor, as it happens, has studied the issue in depth. Herein is my own analysis, influenced in part by Stratfor's research.  So let's look at who has shale and how that may change geopolitics. For the future will be heavily influenced by what lies underground.  The United States, it turns out, has vast deposits of shale gas: in Texas, Louisiana, North Dakota, Pennsylvania, Ohio, New York and elsewhere. America, regardless of many of the political choices it makes, is poised to be an energy giant of the 21st century.  In particular, the Gulf Coast, centred on Texas and Louisiana, has embarked upon a shale gas and tight oil boom. That development will make the Caribbean an economic focal point of the Western Hemisphere, encouraged further by the 2014 widening of the Panama Canal.  At the same time, cooperation between Texas and adjacent Mexico will intensify, as Mexico increasingly becomes a market for shale gas, with its own exploited shale basins near its northern border.  This is, in part, troubling news for Russia. Russia is currently the energy giant of Europe, exporting natural gas westward in great quantities, providing Moscow with political leverage all over Central and particularly Eastern Europe.  However, Russia's reserves are often in parts of Siberia that are hard and expensive to exploit - though Russia's extraction technology, once old, has been considerably modernised. And Russia for the moment may face relatively little competition in Europe. But what if in the future the United States were able to export shale gas to Europe at a competitive price?  The United States still has few capabilities to export shale gas to Europe. It would have to build new liquefaction facilities to do that; in other words, it would have to erect plants on the Gulf of Mexico that convert the gas into liquid so that it could be transported by ship across the Atlantic, where regasification facilities there would reconvert it back into gas.  This is doable with capital investment, expertise and favourable legislation. Countries that build such facilities will have more energy options, to export or import, whatever the case may be. So imagine a future in which the United States exports liquefied shale gas to Europe, reducing the dependence that European countries have on Russian energy.  The geopolitics of Europe could shift somewhat. Natural gas might become less of a political tool for Russia and more of a purely economic one (though even such a not-so-subtle shift would require significant exports of shale gas from North America to Europe).  Less dependence on Russia would allow the vision of a truly independent, culturally vibrant Central and Eastern Europe to fully prosper - an ideal of the region's intellectuals for centuries, even as ideas in this case would have little to do with it. 

Russia’s attempt to reassert regional hegemony causes nuclear conflicts
Blank 2009 (Stephen Blank, Research Professor of National Security Affairs at the Strategic Studies Institute of the U.S. Army War College, March 2009, “Russia And Arms Control: Are There Opportunities For The Obama Administration?,” online)

Proliferators or nuclear states like China and Russia can then deter regional or intercontinental attacks either by denial or by threat of retaliation. 168 Given a multipolar world structure with little ideological rivalry among major powers, it is unlikely that they will go to war with each other. Rather, like Russia, they will strive for exclusive hegemony in their own “sphere of influence” and use nuclear instruments towards that end. However, wars may well break out between major powers and weaker “peripheral” states or between peripheral and semiperipheral states given their lack of domestic legitimacy, the absence of the means of crisis prevention, the visible absence of crisis management mechanisms, and their strategic calculation that asymmetric wars might give them the victory or respite they need. 169 Simultaneously, The states of periphery and semiperiphery have far more opportunities for political maneuvering. Since war remains a political option, these states may find it convenient to exercise their military power as a means for achieving political objectives. Thus international crises may increase in number. This has two important implications for the use of WMD. First, they may be used deliberately to offer a decisive victory (or in Russia’s case, to achieve “intra-war escalation control”—author 170 ) to the striker, or for defensive purposes when imbalances 
7 in military capabilities are significant; and second, crises increase the possibilities of inadvertent or accidental wars involving WMD. 171 Obviously nuclear proliferators or states that are expanding their nuclear arsenals like Russia can exercise a great influence upon world politics if they chose to defy the prevailing consensus and use their weapons not as defensive weapons, as has been commonly thought, but as offensive weapons to threaten other states and deter nuclear powers. Their decision to go either for cooperative security and strengthened international military-political norms of action, or for individual national “egotism” will critically affect world politics. For, as Roberts observes, But if they drift away from those efforts [to bring about more cooperative security], the consequences could be profound. At the very least, the effective functioning of inherited mechanisms of world order, such as the special responsibility of the “great powers” in the management of the interstate system, especially problems of armed aggression, under the aegis of collective security, could be significantly impaired. Armed with the ability to defeat an intervention, or impose substantial costs in blood or money on an intervening force or the populaces of the nations marshaling that force, the newly empowered tier could bring an end to collective security operations, undermine the credibility of alliance commitments by the great powers, [undermine guarantees of extended deterrence by them to threatened nations and states] extend alliances of their own, and perhaps make wars of aggression on their neighbors or their own people. 
That conflict uniquely risks extinction--- only arsenals big enough
Bostrom 2002 (Nick Bostrom, Oxford philosophy faculty, Journal of Evolution and Technology, “Existential Risks Analyzing Human Extinction Scenarios and Related Hazards” March, google
A much greater existential risk emerged with the build-up of nuclear arsenals in the US and the USSR. An all-out nuclear war was a possibility with both a substantial probability and with consequences that might have been persistent enough to qualify as global and terminal. There was a real worry among those best acquainted with the information available at the time that a nuclear Armageddon would occur and that it might annihilate our species or permanently destroy human civilization.[4] Russia and the US retain large nuclear arsenals that could be used in a future confrontation, either accidentally or deliberately. There is also a risk that other states may one day build up large nuclear arsenals. Note however that a smaller nuclear exchange, between India and Pakistan for instance, is not an existential risk, since it would not destroy or thwart humankind’s potential permanently. Such a war might however be a local terminal risk for the cities most likely to be targeted. Unfortunately, we shall see that nuclear Armageddon and comet or asteroid strikes are mere preludes to the existential risks that we will encounter in the 21st century.
Extinction outweighs – as long as there is some life there’s only a risk we retain ontological capacity
Jonas 1996 Hans Jonas (Former Alvin Johnson Prof. Phil. – New School for Social Research and Former Eric Voegelin Visiting Prof. – U. Munich) 1996 “Morality and Mortality: A Search for the Good After Auschwitz”, p. 111-112)

With this look ahead at an ethics for the future, we are touching at the same time upon the question of the future of freedom. The unavoidable discussion of this question seems to give rise to misunderstandings. My dire prognosis that not only our material standard of living but also our democratic freedoms would fall victim to the growing pressure of a worldwide ecological crisis, until finally there would remain only some form of tyranny that would try to save the situation, has led to the accusation that I am defending dictatorship as a solution to our problems. I shall ignore here what is a confusion between warning and recommendation. But I have indeed said that such a tyranny would still be better than total ruin; thus, I have ethically accepted it as an alternative. I must now defend this standpoint, which I continue to support, before the court that I myself have created with the main argument of this essay. For are we not contradicting ourselves in prizing physical survival at the price of freedom? Did we not say that freedom was the condition of our capacity for responsibility—and that this capacity was a reason for the survival of humankind?; By tolerating tyranny as an alternative to physical annihilation are we not violating the principle we established: that the How of existence must not take precedence over its Why? Yet we can make a terrible concession to the primacy of physical survival in the conviction that the ontological capacity for freedom, inseparable as it is from man's being, cannot really be extinguished, only temporarily banished from the public realm. This conviction can be supported by experience we are all familiar with. We have seen that even in the most totalitarian societies the urge for freedom on the part of some individuals cannot be extinguished, and this renews our faith in human beings. Given this faith, we have reason to hope that, as long as there are human beings who survive, the image of God will continue to exist along with them and will wait in concealment for its new hour. With that hope—which in this particular case takes precedence over fear—it is permissible, for the sake of physical survival, to accept if need be a temporary absence of freedom in the external affairs of humanity. This is, I want to emphasize, a worst-case scenario, and it is the foremost task of responsibility at this particular moment in world history to prevent it from happening. This is in fact one of the noblest of duties (and at the same time one concerning self-preservation), on the part of the imperative of responsibility to avert future coercion that would lead to lack of freedom by acting freely in the present, thus preserving as much as possible the ability of future generations to assume responsibility. But more than that is involved. At stake is the preservation of Earth's entire miracle of creation, of which our human existence is a part and before which man reverently bows, even without philosophical "grounding." Here too faith may precede and reason follow; it is faith that longs for this preservation of the Earth (fides quaerens intellectum), and reason comes as best it can to faith's aid with arguments, not knowing or even asking how much depends on its success or failure in determining what action to take. With this confession of faith we come to the end of our essay on ontology.
That calculation is good and doesn’t devalue life
Revesz 2008 Richard L. Revesz (Dean and Lawrence King Professor of Law at New York University School of Law, JD Yale Law School) and Michael A Livermore. (JD NYU School of Law, Executive Director of the Institute for Policy Integrity, and Managing director of the NYU Law Review). Retaking Rationality How Cots-Benefit Analysis Can Better protect the Environment and Our Health. 2008. P. 1-4. 

Governmental decisions are also fundamentally different from personal decisions in that they often affect people in the aggregate. In our individual lives, we come into contact with at least some of the consequences of our decisions. If we fail to consult a map, we pay the price: losing valuable time driving around in circles and listening to the complaints of our passengers. We are constantly confronted with the consequences of the choices that we have made. Not so for governments, however, which exercise authority by making decisions at a distance. Perhaps one of the most challenging aspects of governmental decisions is that they require a special kind of compassion—one that can seem, at first glance, cold and calculating, the antithesis of empathy. The aggregate and complex nature of governmental decisions does not address people as human beings, with concerns and interests, families and emotional relationships, secrets and sorrows. Rather, people are numbers stacked in a column or points on a graph, described not through their individual stories of triumph and despair, but by equations, functions, and dose-response curves. The language of governmental decisionmaking can seem to—and to a certain extent does—ignore what makes individuals unique and morally important. But, although the language of bureaucratic decisionmaking can be dehumanizing, it is also a prerequisite for the kind of compassion that is needed in contemporary society. Elaine Scarry has developed a comparison between individual compassion and statistical compassion.' Individual compassion is familiar—when we see a person suffering, or hear the story of some terrible tragedy, we are moved to take action. Statistical compassion seems foreign—we hear only a string of numbers but must comprehend "the concrete realities embedded there."' Individual compassion derives from our social nature, and may be hardwired directly into the human brain.' Statistical compassion calls on us to use our higher reasoning power to extend our natural compassion to the task of solving more abstract—but no less real—problems. Because compassion is not just about making us feel better—which we could do as easily by forgetting about a problem as by addressing it—we have a responsibility to make the best decisions that we can. This book argues that cost-benefit analysis, properly conducted, can improve environmental and public health policy. Cost-benefit analysis—the translation of human lives and acres of forest into the language of dollars and cents—can seem harsh and impersonal. But such an approach is also necessary to improve the quality of decisions that regulators make. Saving the most lives, and best protecting the quality of our environment and our health—in short, exercising our compassion most effectively—requires us to step back and use our best analytic tools. Sometimes, in order to save a life, we need to treat a person like a number. This is the challenge of statistical compassion. This book is about making good decisions. It focuses on the area of environmental, health and safety regulation. These regulations have been the source of numerous and hard-fought controversies over the past several decades, particularly at the federal level. Reaching the right decisions in the areas of environmental protection, increasing safety, and improving public health is clearly of high importance. Although it is admirable (and fashionable) for people to buy green or avoid products made in sweatshops, efforts taken at the individual level are not enough to address the pressing problems we face—there is a vital role for government in tackling these issues, and sound collective decisions concerning regulation are needed. There is a temptation to rely on gut-level decisionmaking in order to avoid economic analysis, which, to many, is a foreign language on top of seeming cold and unsympathetic. For government to make good decisions, however, it cannot abandon reasoned analysis. Because of the complex nature of governmental decisions, we have no choice but to deploy complex analytic tools in order to make the best choices possible. Failing to use these tools, which amounts to abandoning our duties to one another, is not a legitimate response. Rather, we must exercise statistical compassion by recognizing what numbers of lives saved represent: living and breathing human beings, unique, with rich inner lives and an interlocking web of emotional relationships. The acres of a forest can be tallied up in a chart, but that should not blind us to the beauty of a single stand of trees. We need to use complex tools to make good decisions while simultaneously remembering that we are not engaging in abstract exercises, but that we are having real effects on people and the environment. In our personal lives, it would be unwise not to shop around for the best price when making a major purchase, or to fail to think through our options when making a major life decision. It is equally foolish for government to fail to fully examine alternative policies when making regulatory decisions with life-or-death consequences. This reality has been recognized by four successive presidential administrations. Since 1981, the cost-benefit analysis of major regulations has been required by presidential order. Over the past twenty-five years, however, environmental and other progressive groups have declined to participate in the key governmental proceedings concerning the cost-benefit analysis of federal regulations, instead preferring to criticize the technique from the outside. The resulting asymmetry in political participation has had profound negative consequences, both for the state of federal regulation and for the technique of cost-benefit analysis itself. Ironically, this state of affairs has left progressives open to the charge of rejecting reason, when in fact strong environmental and public health pro-grams are often justified by cost-benefit analysis. It is time for progressive groups, as well as ordinary citizens, to retake the high ground by embracing and reforming cost-benefit analysis. The difference between being unthinking—failing to use the best tools to analyze policy—and unfeeling—making decisions without compassion—is unimportant: Both lead to bad policy. Calamities can result from the failure to use either emotion or reason. Our emotions provide us with the grounding for our principles, our innate interconnectedness, and our sense of obligation to others. We use our powers of reason to build on that emotional foundation, and act effectively to bring about a better world.

Human life is inherently valuable

Penner 2005 Melinda Penner (Director of Operations – STR, Stand To Reason) 2005 “End of Life Ethics: A Primer”, Stand to Reason, http://www.str.org/site/News2?page=NewsArticle&id=5223

Intrinsic value is very different. Things with intrinsic value are valued for their own sake. They don’t have to achieve any other goal to be valuable. They are goods in themselves. Beauty, pleasure, and virtue are likely examples. Family and friendship are examples. Something that’s intrinsically valuable might also be instrumentally valuable, but even if it loses its instrumental value, its intrinsic value remains. Intrinsic value is what people mean when they use the phrase "the sanctity of life." Now when someone argues that someone doesn’t have "quality of life" they are arguing that life is only valuable as long as it obtains something else with quality, and when it can’t accomplish this, it’s not worth anything anymore. It's only instrumentally valuable. The problem with this view is that it is entirely subjective and changeable with regards to what might give value to life. Value becomes a completely personal matter, and, as we all know, our personal interests change over time. There is no grounding for objective human value and human rights if it’s not intrinsic value. Our legal system is built on the notion that humans have intrinsic value. The Declaration of Independence: "We hold these truths to be self-evident, that all men are created equal, that each person is endowed by his Creator with certain unalienable rights...." If human beings only have instrumental value, then slavery can be justified because there is nothing objectively valuable that requires our respect. There is nothing other than intrinsic value that can ground the unalienable equal rights we recognize because there is nothing about all human beings that is universal and equal. Intrinsic human value is what binds our social contract of rights. So if human life is intrinsically valuable, then it remains valuable even when our capacities are limited. Human life is valuable even with tremendous limitations. Human life remains valuable because its value is not derived from being able to talk, or walk, or feed yourself, or even reason at a certain level. Human beings don’t have value only in virtue of states of being (e.g., happiness) they can experience. The "quality of life" view is a poison pill because once we swallow it, we’re led down a logical slippery slope. The exact same principle can be used to take the life of human beings in all kinds of limited conditions because I wouldn't want to live that way. Would you want to live the life of a baby with Down’s Syndrome? No? Then kill her. Would you want to live the life of an infant with cerebral palsy? No? Then kill him. Would you want to live the life of a baby born with a cleft lip? No? Then kill her. (In fact, they did.) Once we accept this principle, it justifies killing every infant born with a condition that we deem a life we don’t want to live. There’s no reason not to kill every handicapped person who can’t speak for himself — because I wouldn’t want to live that way. This, in fact, is what has happened in Holland with the Groningen Protocol. Dutch doctors euthanize severely ill newborns and their society has accepted it.

1AC--- Solvency

No disads- The administration expanded offshore drilling earlier this month but it’s not enough

Handley 2/8 (Meg Handley, February 8, 2013, “New Offshore Leases in U.S. Could Yield 1B Barrels of Oil,” US News, http://www.usnews.com/news/articles/2013/02/08/new-offshore-leases-in-us-could-yield-1b-barrels-of-oil)
Who says the Obama Administration isn't a friend to fossil fuels? This week the Department of the Interior inked plans to auction off more than 38 million acres of federally owned waters in the central Gulf of Mexico to oil and gas drilling companies, reopening opportunities for energy firms to expand their offshore drilling operations.¶ According to government estimates, the area up for auction—scheduled to take place at the Mercedes-Benz Superdome in New Orleans in late March—could produce nearly 1 billion barrels of oil and 4 trillion cubic feet of natural gas.¶ "The Obama Administration is fully committed to developing our domestic energy resources to create jobs, foster economic opportunities, and reduce America's dependence on foreign oil," DOI Secretary Ken Salazar said in a statement. "Exploration and development of the Gulf of Mexico's vital energy resources will continue to help power our nation and drive our economy."¶ The sale is the second under the Obama administration's Outer Continental Shelf Oil and Gas Leasing program for 2012-2017, and the first of five lease sales in the central Gulf. The November lease sale of more than 20 million acres in the western Gulf of Mexico generated nearly $134 million in bids, according to the Associated Press while another sale in the central Gulf held last June yielded $1.7 billion.¶ The central Gulf of Mexico was the site of the Deepwater Horizon disaster in 2010 when a well operated by BP blew out, spilling millions of barrels of crude oil into the Gulf and causing serious environmental damage. Since then, drilling activity has ramped up as companies are more optimistic about hitting deposits in deepwater regions.¶ But while the plan is an encouraging step toward opening up more federal lands for oil and gas developers and easing supply pressures, some critics say the administration isn't going far enough.¶ "The Department of Interior's five-year leasing plan remains a disappointment because it fails to unlock resources off the Atlantic and Pacific coasts, as well in the Eastern Gulf of Mexico and off parts of Alaska's coast," says Nick Loris, an energy policy analyst at the conservative Heritage Foundation think tank. "Doing so would generate hundreds of thousands of jobs, generate hundreds of billions of dollars for our cash-strapped government and lower prices at the pump." 

OCS natural gas is abundant- removing restrictions key to development and expectations of future supply
Medlock 2008 (Kenneth B. Medlock, fellow in Energy Studies at Rice University's James A Baker III Institute for Public Policy and an adjunct assistant professor in the Economics Department at Rice, July 13, 2008, “Open outer continental shelf,” http://www.chron.com/opinion/outlook/article/Open-outer-continental-shelf-1597898.php]
Of course, opening the OCS will not bring immediate supplies because it would take time to organize the lease sales and then develop the supply delivery infrastructure. However, as development progressed, the expected growth in supply would have an effect on market sentiment and eventually prices. Thus, opening the OCS should be viewed as a relevant part of a larger strategy to help ease prices over time because an increase in activity in the OCS would generally improve expectations about future oil supplies.¶ Lifting the current moratorium in the OCS would also provide almost 80 trillion cubic feet of technically recoverable natural gas that is currently off-limits. A recent study by the Baker Institute indicates that removing current restrictions on resource development in the OCS would reduce future liquefied natural gas import dependence of the United States and lessen the influence of any future gas producers' cartel.¶ There is currently drilling in certain areas of the OCS, in particular the western and central Gulf of Mexico where the MMS reports more than 4,000 active platforms. This activity accounts for about one-third of our nation's oil supply and one quarter of our natural gas.¶ Oil companies currently hold undeveloped leases. It has been argued, therefore, that it is not worth offering new areas for exploration. This is not a well-reasoned thesis. Commercial quantities of oil do not exist everywhere a well is drilled. If a company's assessment of the acreage under lease indicates it will not bear commercial quantities of oil and gas, then it will not be developed. Moreover, some leases are under study but drilling, which may happen eventually, has not yet begun. Oil companies with leases cannot simply hoard acreage without ramifications. In fact, they would be penalized by investors and shareholders with lower company share values for doing so.¶ The most vehement objection to opening the areas currently off limits in the outer continental shelf is made on environmental grounds. But, according to the MMS, the offshore drilling industry is one of the safest in the United States. 
OCS solves

Green 2/23 (Mark Green, joined API after 16 years as national editorial writer in the Washington bureau of The Oklahoman newspaper, “Unlock US Energy Potential: Offshore Oil and Gas,” The Energy Collective, http://theenergycollective.com/mark-green/188896/unlock-offshore-energy-potential)

The map below makes clear that while there’s talk in Washington of an all-of-the-above approach to energy, there’s much to be done in applying that concept to our outer continental shelf (OCS) oil and natural gas reserves. Other claims notwithstanding, the number to focus on is 87 – as in the 87 percent of federal offshore acreage that’s off limits to oil and natural gas development, indicated in red. Areas open to development are colored blue.¶ ¶ America’s vast OCS energy potential remains largely just that, potential. Also on hold are jobs and economic growth associated with increased energy development. Key points:¶ ¶ 88.6 billion barrels of oil and 398.4 trillion cubic feet of natural gas are believed to be held in the OCS, according to the Bureau of Ocean Exploration and Management – though those estimates are 30 years old. There could be an even greater abundance, which state-of-the-art seismic surveying technology could determine, if Congress will allow it.¶ Nearly 465,000 new jobs could be created by developing oil and natural gas offshore, according to a 2011 study by Wood Mackenzie.¶ More than $312 billion in new revenue could be generated for government from OCS production by 2030 (Wood Mackenzie).¶ That’s a lot of potential being left on the shelf because of our own policy choices. Also on hold is the boost to America’s energy security that could result from developing more of our own reserves.¶ ¶ All of these points no doubt were on the minds of the governors of Virginia, North Carolina and South Carolina, who wrote last week to Sally Jewell, the president’s choice to be the next Interior secretary, encouraging Jewell to support expanded OCS leasing.¶ ¶ As the map shows, while oil and natural gas development off the coasts of those states is off limits through at least 2017, the administration has authorized a federal review to decide whether energy companies may conduct seismic tests to see how much oil and natural gas is on the OCS there. The governors backed a new energy plan offered by Sen. Lisa Murkowski of Alaska that would increase OCS leasing in the Eastern Gulf of Mexico and parts of the Atlantic OCS:¶ ¶ We applaud this proposal and sincerely hope that the Administration under your guidance can work with us and our Congressional colleagues to enact these commonsense measures. … It’s estimated that energy production from the Atlantic OCS could create more than 140,000 new jobs within the next 20 years, and we hope you will ensure that the Administration is a partner with the states on this issue.¶ ¶ API President and CEO Jack Gerard:¶ ¶ “Unlocking the resources off the Atlantic Coast could create 140,000 jobs, generate much-needed revenue for the government, and fuel major investments in state and local economies. We have an opportunity to lead the world on energy, and through safe and responsible development of our own oil and natural gas resources we can continue our path as a global energy superpower.”¶ ¶ In the OCS we have significant supplies of oil and natural gas – which could prove to be even larger with modern, up-to-date analysis. Unfortunately, 87 percent of the OCS is unavailable for oil and natural gas development that could help create jobs, stimulate the economy and add to domestic energy production. 

Certainty is key- only the plan solves 
Loris 2012 (Nicolas Loris, Fellow in the Roe Institute for Economic Policy Studies at the Heritage Foundation, August 6, 2012, “Senate Energy Bill: Good Start, Room for Improvement,” Heritage Foundation, http://www.heritage.org/research/reports/2012/08/domestic-energy-and-jobs-act-good-start-room-for-improvement)

Senator John Hoeven (R–ND) recently introduced the Domestic Energy and Jobs Act (DEJA), which would greatly expand access to energy and simplify burdensome regulations that prevent projects from coming online in a timely manner. While the legislation could be improved by further increasing access and removing the top-down energy planning, DEJA would still spur economic growth and drive energy production. Increasing Access to Energy DEJA would accept the State Department’s environmental review of the Keystone XL pipeline as sufficient and allow the state of Nebraska to reroute the pipeline to meet the state’s environmental concerns. The State Department studied and addressed risks to soil, wetlands, water resources, vegetation, fish, wildlife, and endangered species and concluded that construction of the pipeline would pose minimal environmental risk.[1] The construction of Keystone XL would allow up to 830,000 barrels of oil per day to come from Canada to the Gulf Coast and create thousands of jobs. DEJA also directs the Department of the Interior (DOI) to conduct a lease sale off the coast of Virginia. The 2.9 million acres 50 miles off the coast has an estimated 130 million barrels of oil and 1.14 trillion cubic feet of natural gas. Opening access off Virginia’s coast is long overdue, and the legislation only opens up a small portion of America’s territorial waters that are off limits. The Offshore Petroleum Expansion Now (OPEN) Act of 2012, also co-sponsored by Senator Hoeven, would replace President Obama’s 2012–2017 Outer Continental Shelf Oil and Gas Leasing Program with a much more robust plan that opens areas in the Atlantic and Pacific Oceans, in the Gulf of Mexico, and off Alaska.[2] Both DEJA and OPEN increase the royalties that states would receive from energy production, but both could go further to increase state involvement in offshore drilling decisions. Since onshore states already receive 50 percent of the royalties, Congress should also implement a 50/50 royalty-sharing program between federal and state governments involved in offshore drilling. Efficient Permitting and Leasing for All Energy Projects Another important component of DEJA is that it streamlines the permitting of all energy projects. Receiving a permit for any energy project, not just fossil fuels, takes entirely too long. Duplicative and unnecessary regulations slow the process and drive up costs. Furthermore, environmental activists delay new energy projects by filing endless administrative appeals and lawsuits. DEJA would create a manageable time frame for permitting for all energy sources to increase supply at lower costs and stimulate economic activity. DEJA also calls for an end to the lengthy permit process in the Natural Petroleum Reserve area of Alaska. It would require the DOI to approve drilling permits within 60 days and infrastructure permits within six months. Lease certainty is another critical issue. The act states that the DOI cannot cancel or withdraw a lease sale after the winning company pays for the lease. Ensuring that the federal government does not pull the rug out from under a company that wins the lease sale would provide the certainty necessary to pursue energy projects. Freeze and Study Environmental Regulations DEJA would also create transparency and accountability for Environmental Protection Agency (EPA) regulations by establishing an interagency committee that would report on the full economic impact of the rules implemented by the EPA that affect fuel prices. This includes any part of the production process that would be affected by greenhouse gas regulations. DEJA delays the implementation of Tier 3 fuel standards (designed to replace the Tier 2 regulations issued in 2000) that would lower the amount of sulfur in gasoline but could add 6–9 cents per gallon to the cost of manufacturing gasoline. The EPA has declared no measurable air quality benefits from these standards. DEJA delays the New Source Performance Standards for refineries, which would drive up the cost of gasoline for no measurable change in the earth’s temperature.[3] It would also delay new national ambient air quality standards for ozone, which are unnecessary because the ozone standard set by the EPA is already more than stringent enough to protect human health. Though the delays contained in DEJA underscore the problems with these regulations, the preferred approach would be to prohibit the implementation of these three standards altogether. DEJA would also prevent the DOI from issuing any rule under the Surface Mining Control and Reclamation Act of 1977 before 2014 that would adversely affect coal employment, reduce revenue from coal production, reduce coal for domestic consumption or export, designate areas as unsuitable for surface mining and reclamation, or expose the U.S. to liability by taking privately owned coal through regulation. While this temporary fix recognizes the federal overreach in coal production, a better approach would be to create a framework that restricts overregulation, empowers the states, balances economic growth and environmental well-being, and creates a timely permitting process for all aspects of coal production.[4] Energy Central Planning Unneeded DEJA would require the federal government to create production objectives for fossil fuels and renewable energy and allow the relevant agencies to make additional lands available to meet those objectives. The bill would also require the U.S. Geological Survey to establish a critical minerals list and create comprehensive policies to increase critical mineral production. A much simpler and effective solution would be to open all federal lands for energy production of all sources and allow the private sector to determine what sources of energy and what technologies meet America’s electricity and transportation fuel demand. Too often the use of critical minerals has been used as cover for subsidies and extensive government intervention in a major industry. If there are clear military needs for certain critical materials, these should be met by government action. Absent that, streamlining the bureaucracy that has expanded around mining and opening access is the only necessary federal action surrounding critical minerals. 
The 1AC methodology is good--- 

Simulation influences state policy and activates agency
Eijkman 2012 (Dr. Henk Eijkman, currently an independent consultant as well as visiting fellow at the University of New South Wales at the Australian Defence Force Academy and is Visiting Professor of Academic Development, “The role of simulations in the authentic learning for national security policy development: Implications for Practice,” http://nsc.anu.edu.au/test/documents/Sims_in_authentic_learning_report.pdf)
However, whether as an approach to learning, innovation, persuasion or culture shift, policy simulations derive their power from two central features: their combination of simulation and gaming (Geurts et al. 2007). 1. The simulation element: the unique combination of simulation with role-playing. The unique simulation/role-play mix enables participants to create possible futures relevant to the topic being studied. This is diametrically opposed to the more traditional, teacher-centric approaches in which a future is produced for them. In policy simulations, possible futures are much more than an object of tabletop discussion and verbal speculation. ‘No other technique allows a group of participants to engage in collective action in a safe environment to create and analyse the futures they want to explore’ (Geurts et al. 2007: 536). 2. The game element: the interactive and tailor-made modelling and design of the policy game. The actual run of the policy simulation is only one step, though a most important and visible one, in a collective process of investigation, communication, and evaluation of performance. In the context of a post-graduate course in public policy development, for example, a policy simulation is a dedicated game constructed in collaboration with practitioners to achieve a high level of proficiency in relevant aspects of the policy development process. To drill down to a level of finer detail, policy development simulations—as forms of interactive or participatory modelling— are particularly effective in developing participant knowledge and skills in the five key areas of the policy development process (and success criteria), namely: Complexity, Communication, Creativity, Consensus, and Commitment to action (‘the five Cs’). The capacity to provide effective learning support in these five categories has proved to be particularly helpful in strategic decision-making (Geurts et al. 2007). Annexure 2.5 contains a detailed description, in table format, of the synopsis below.
No style link--- Simulation facilitates communication and across multiple groups- includes all forms of knowledge
Eijkman 2012 (Dr. Henk Eijkman, currently an independent consultant as well as visiting fellow at the University of New South Wales at the Australian Defence Force Academy and is Visiting Professor of Academic Development, “The role of simulations in the authentic learning for national security policy development: Implications for Practice,” http://nsc.anu.edu.au/test/documents/Sims_in_authentic_learning_report.pdf) 

Policy simulations facilitate effective communication across diverse groups, encourage the exchange of ideas, and bridge communication gaps. Participants begin to create a situation-specific language permitting them to communicate with each other about the issues with much greater clarity. This situation-specific language includes, but is not limited to, spoken or¶ written words. A good simulation includes a range of artefacts that support effective communication among participants. Duke¶ (1974) conceptualises simulations as a hybrid, a multilogic rather¶ than dialogic form of communication: as a language for dealing¶ with the complexities of the future. In contrast to dialogue,¶ multilogue is about the enabling of contact between many persons with different perspectives through the use of different forms of communication in parallel, such as through the social¶ media tools of blogs, wikis, twitter, etc. Duke (1974) considers games primarily as a tool to structure communication in complex situations (Geurts et al. 2007). Participation in policy games has proved to be a highly effective way of developing new combinations of experience and¶ creativity, which is precisely what innovation requires (Geurts et¶ al. 2007: 548). Gaming, whether in analog or digital mode, has the power to stimulate creativity, and is one of the most¶ engaging and liberating ways for making group work productive, challenging and enjoyable. ¶ Geurts et al. (2007) cite one instance where, in a National Health¶ Care policy change environment, ‘the many parties involved¶ accepted the invitation to participate in what was a¶ revolutionary and politically very sensitive experiment precisely¶ because it was a game’ (Geurts et al. 2007: 547). Data from other policy simulations also indicate the uncovering of issues of which participants were not aware, the emergence of new ideas¶ not anticipated, and a perception that policy simulations are also an enjoyable way to formulate strategy (Geurts et al. 2007). ¶ Gaming puts the players in an ‘experiential learning’ situation, where they discover a concrete, realistic and complex initial situation, and the gaming process of going through multiple learning cycles helps them work through the situation as it unfolds. Policy gaming ¶ stimulates ‘learning how to learn’, as in a game, and ¶ learning by doing alternates with reflection and ¶ discussion. The progression through learning cycles can ¶ also be much faster than in real-life (Geurts et al. ¶ 2007: 548). ¶ The bottom line is that problem solving in policy development processes requires creative experimentation. This cannot be primarily taught via ‘camp-fire’ story telling learning mode but demands hands-on ‘veld learning’ that allow for safe creative¶ and productive experimentation. This is exactly what good policy simulations provide (De Geus, 1997; Ringland, 2006). In simulations participants cannot view issues solely from either their own perspective or that of one dominant stakeholder (Geurts et al. 2007).

Best data confirms our argument

Eijkman 2012 (Dr. Henk Eijkman, currently an independent consultant as well as visiting fellow at the University of New South Wales at the Australian Defence Force Academy and is Visiting Professor of Academic Development, “The role of simulations in the authentic learning for national security policy development: Implications for Practice,” http://nsc.anu.edu.au/test/documents/Sims_in_authentic_learning_report.pdf)
This is where simulations have come into their own. The operative word is ‘have’, as there is a substantive record of success, which will be shown below. The point is that simulations have demonstrated the capacity either singularly, or in combination with other learning methods, for dealing effectively with the learning demands posed by public policy development; and this is not just at post-graduate level in universities, but at the highest echelons of American military leaders and policymakers (see for example Brewer, 1984; Beriker & Druckman, 1996; Babus, Hodges & Kjonnerod, 1997; Andreozzi, 2002McCown, 2005 and attached reading list in Annexure 2.10). Policy development simulations are effective in meeting the learning needs of both early career and highly experienced practitioners. Simulations help them to deal more proficiently with a complex mix of highly adaptive, interdependent, and interactive socio-technical, political, and economic systems; their often uncertain systemic reactions; and their unpredictable unexpected and undesired effects (Glouberman & Zimmerman, 2002; Jacobsen, & Wilensky, 2006; Bekebrede, 2010; van Bilsen, Bekerede & Mayer, 2010)
Policy simulations spur committed activism

Eijkman 2012 (Dr. Henk Eijkman, currently an independent consultant as well as visiting fellow at the University of New South Wales at the Australian Defence Force Academy and is Visiting Professor of Academic Development, “The role of simulations in the authentic learning for national security policy development: Implications for Practice,” http://nsc.anu.edu.au/test/documents/Sims_in_authentic_learning_report.pdf) 

When participants engage collaboratively in a well-designed¶ policy simulation and work towards the assessment of possible¶ impacts of major decision alternatives, they tend to become¶ involved, reassured and committed. However, participating in a¶ simulation about one’s own organisation or professional arena¶ can also be a disquieting experience. The process of¶ objectification that takes place in a well-designed and well-run¶ simulation helps to reinforce memory, stimulate doubt, raise¶ issues, disagreements and further discussions, and acts to control¶ the delegation of judgement (those who are affected can check¶ the logic of action). Good simulations engage participants in the¶ exploration of possible futures and foster the power of ‘exercises¶ in explicitness’ to question and prevent unrealistic overcommitment to one idea or course of action and critically¶ explore situations and conditions where a chosen strategy¶ deviates, fails, or backfires. ¶ Policy simulations are, of course, not free from the problem of¶ participant passivity. However, a well-planned process of¶ participatory modelling, a strictly balanced distribution of tasks,¶ and transparent activity of all participants acts as a safeguard¶ against abstention from involvement. Good simulations: ¶ serve as vehicles to develop realistic, mature and wellgrounded commitment. They help individual actors ¶ engaged in a strategy to understand the problem, see ¶ the relevance of a new course of action, understand ¶ their roles in the master plan, and feel confident that ¶ their old or recently acquired skills will help them to ¶ conquer the obstacles or seize the opportunities ahead ¶ (Geurts et al., 2007: 551). 

***2AC***

2AC ROTB Long

No prior questions
Owen 2002 (David Owen, reader of political theory at the University of Southampton, Millennium, Volume 31, Number 3, pg. 655-657)
Commenting on the ‘philosophical turn’ in IR, Wæver remarks that ‘[a] frenzy for words like “epistemology” and “ontology” often signals this philosophical turn’, although he goes on to comment that these terms are often used loosely.4 However, loosely deployed or not, it is clear that debates concerning ontology and epistemology play a central role in the contemporary IR theory wars. In one respect, this is unsurprising since it is a characteristic feature of the social sciences that periods of disciplinary disorientation involve recourse to reflection on the philosophical commitments of different theoretical approaches, and there is no doubt that such reflection can play a valuable role in making explicit the commitments that characterise (and help individuate) diverse theoretical positions. Yet, such a philosophical turn is not without its dangers and I will briefly mention three before turning to consider a confusion that has, I will suggest, helped to promote the IR theory wars by motivating this philosophical turn. The first danger with the philosophical turn is that it has an inbuilt tendency to prioritise issues of ontology and epistemology over explanatory and/or interpretive power as if the latter two were merely a simple function of the former. But while the explanatory and/or interpretive power of a theoretical account is not wholly independent of its ontological and/or epistemological commitments (otherwise criticism of these features would not be a criticism that had any value), it is by no means clear that it is, in contrast, wholly dependent on these philosophical commitments. Thus, for example, one need not be sympathetic to rational choice theory to recognise that it can provide powerful accounts of certain kinds of problems, such as the tragedy of the commons in which dilemmas of collective action are foregrounded. It may, of course, be the case that the advocates of rational choice theory cannot give a good account of why this type of theory is powerful in accounting for this class of problems (i.e., how it is that the relevant actors come to exhibit features in these circumstances that approximate the assumptions of rational choice theory) and, if this is the case, it is a philosophical weakness—but this does not undermine the point that, for a certain class of problems, rational choice theory may provide the best account available to us. In other words, while the critical judgement of theoretical accounts in terms of their ontological and/or epistemological sophistication is one kind of critical judgement, it is not the only or even necessarily the most important kind. The second danger run by the philosophical turn is that because prioritisation of ontology and epistemology promotes theory-construction from philosophical first principles, it cultivates a theory-driven rather than problem-driven approach to IR. Paraphrasing Ian Shapiro, the point can be put like this: since it is the case that there is always a plurality of possible true descriptions of a given action, event or phenomenon, the challenge is to decide which is the most apt in terms of getting a perspicuous grip on the action, event or phenomenon in question given the purposes of the inquiry; yet, from this standpoint, ‘theory-driven work is part of a reductionist program’ in that it ‘dictates always opting for the description that calls for the explanation that flows from the preferred model or theory’.5 The justification offered for this strategy rests on the mistaken belief that it is necessary for social science because general explanations are required to characterise the classes of phenomena studied in similar terms. However, as Shapiro points out, this is to misunderstand the enterprise of science since ‘whether there are general explanations for classes of phenomena is a question for social-scientific inquiry, not to be prejudged before conducting that inquiry’.6 Moreover, this strategy easily slips into the promotion of the pursuit of generality over that of empirical validity. The third danger is that the preceding two combine to encourage the formation of a particular image of disciplinary debate in IR—what might be called (only slightly tongue in cheek) ‘the Highlander view’—namely, an image of warring theoretical approaches with each, despite occasional temporary tactical alliances, dedicated to the strategic achievement of sovereignty over the disciplinary field. It encourages this view because the turn to, and prioritisation of, ontology and epistemology stimulates the idea that there can only be one theoretical approach which gets things right, namely, the theoretical approach that gets its ontology and epistemology right. This image feeds back into IR exacerbating the first and second dangers, and so a potentially vicious circle arises.
Overemphasis on method destroys their scholarship 
Wendt 2002 Wendt, Handbook of IR, 2002 p. 68

It should be stressed that in advocating a pragmatic view we are not endorsing method-driven social science. Too much research in international relations chooses problems or things to be explained with a view to whether the analysis will provide support for one or another methodological ‘ism’. But the point of IR scholarship should be to answer questions about international politics that are of great normative concern, not to validate methods. Methods are means, not ends in themselves. As a matter of personal scholarly choice it may be reasonable to stick with one method and see how far it takes us. But since we do not know how far that is, if the goal of the discipline is insight into world politics then it makes little sense to rule out one or the other approach on a priori grounds. In that case a method indeed becomes a tacit ontology, which may lead to neglect of whatever problems it is poorly suited to address. Being conscious about these choices is why it is important to distinguish between the ontological, empirical and pragmatic levels of the rationalist-constructivist debate. We favor the pragmatic approach on heuristic grounds, but we certainly believe a conversation should continue on all three levels.
2AC Perm

Perm do both --- that solves 

Saloom 6 (Rachel, JD Univ of Georgia School of Law and M.A. in Middle Eastern Studies from U of Chicago,  A Feminist Inquiry into International Law and International Relations, 12 Roger Williams U. L. Rev. 159, Fall 2006) 
Tickner's last point that deserves further reflection is the notion that international law and international relations will not become free from gender bias as long as we live in a gendered world. This is not to say that small steps are ineffective, but rather that international law and international relations are merely a small part of the larger systemic problem of unequal gender relations. While it is desirable that more women occupy foreign and military policy making positions, this "desire" does not necessarily transform the way international law and international relations work. To allege that this is the case assumes that women have an essential character that can transform the system. This of course is contrary to the very arguments that most gender theorists forward, because it would mean that women have some unique "feminine" perspective. What is needed then is a release from the sole preoccupation on women and men. The state's masculinist nature that gender theorists critique affects everyone in society. Moving beyond the "add and stir" approach is quite difficult, but there must be a starting point from which gender theorists can work. 105 If everything is problematized, paralysis will inevitably occur. Working within the current framework is truly the only option to bring about change. Lofty abstract criticisms will do nothing to change the practices of international law and international relations. Pragmatic feminist criticisms of international law and international relations, however, should be further developed. Even advocates of realist thought will admit that realism is neither the most accurate nor the only way to view the world. 106 The changing dynamics of world politics make formulating new ways of understanding international relations quite pertinent. Keeping some semblance of realism in tact, while at the same time opening up space for theorizing about other possibilities, is necessary. Critics are quick to note that realism cannot be easily abandoned without some sort of alternative framework. Casting aside realism now, even given the concerns of gender scholars, is not the most promising option. Wayman and Diehl note that  [*180]  "the abandonment of realism leaves a void, which in the short to medium term is at least as much of a dead end as would be the result of following realism." 107 New possibilities can be envisioned while still adhering to some of the realist ideologies. Wayman and Diehl describe realism as a detour and not a definitive road map. 108 Thus, theorists must admit that realism is not the only way or the correct way to view international law and international relations, but it cannot be totally abandoned. Even given all of the criticisms of feminist theories, there must be space, however, for feminist theorization. A pragmatic approach should not dismiss the benefits of theorizing. Discussions and debates on feminism and international law and relations are extremely important. Yet even where feminist discourses lack the social power to realize their versions of knowledge in institutional practices, they can offer the discursive space from which the individual can resist dominant subject positions... Resistance to the dominant at the level of the individual subject is the first stage in the production of alternative forms of knowledge, or, where such alternatives already exist, of winning individuals over to these discourses and gradually increasing their social power. 109 Therefore, feminist theorizing is a meaningful first step in the right direction to bring about change and sites of resistance. A pragmatic feminist approach would then take this theorizing to the next level to bring about real change. 
No state link---- Talking about the state doesn’t legitimize it- state-related discourse is inevitable and not inherently bad just because the state itself may be
Frost 1996 (Mervyn Frost, Professor at the University of Kent, “Ethics In International Relations A Constitutive Theory,” pp. 90-91)

A first objection which seems inherent in Donelan's approach is that utilizing the modern state domain of discourse in effect sanctifies the state: it assumes that people will always live in states and that it is not possible within such a language to consider alternatives to the system. This objection is not well founded.  By having recourse to the ordinary language of international relations I am not thereby committed to argue that the state system as it exists is the best mode of human political organization or that people ought always to live in states as we know them. As I have said, my argument is that whatever proposals for piecemeal or large-scale reform of the state system are made, they must of necessity be made in the language of the modern state. Whatever proposals are made, whether in justification or in criticism of the state system, will have to make use of concepts which are at present part and parcel of the theory of states. Thus, for example, any proposal  for a new  global  institutional arrangement superseding the state system will itself have  to be justified, and that justification will have to include within it reference to a new and good form of individual citizenship, reference to a new legislative machinery equipped with satisfactory checks and balances, reference to satisfactory law enforcement procedures, reference to a satisfactory arrangement for distributing the goods produced in the world, and so on. All of these notions are notions which have been developed and finely honed within the theory of the modern state.  It is not possible to imagine a justification of a new world order succeeding which used, for example, feudal, or traditional/tribal, discourse.  More generally there is no worldwide language of political morality which is not completely shot through with state-related notions such as citizenship, rights under law, representative government and so on.
2AC War Stuff

Gender orientations toward war and foreign policy are too complex in order to blame violence on masculine/feminine divides.

Kate Soper, pub. date: Summer 1995, Prof. of gendered philosophy @ the Univ. of  North London, Science, Technology, & Human Values, Vol. 20 No. 3, “Feminism and Ecology: Realism and Rhetoric in the Discourses of Nature,” accessed: 10-14-09, JSTOR

The gender basis of orientations toward war and foreign policy are more complex than many feminist and other theorists might have supposed. The stereotypes turn out to be only partial truths and the hypotheses only partially confirmed. Of those we examined, the gender hypothesis received the strongest support. In the abstract, women are more afraid of the prospects of war and more wary of foreign involvements, through when justifications they are as willing as men to ponder the use of force. But when we moved from the abstract to the concrete—from hypothetical wars to the Gulf War—the distance separating women and men grew, and on every measure, women reacted more negatively. These gender differences are some of the largest and most consistent in the study of political psychology and are clearly of magnitude that can have real political significance under the right circumstances. But we must stress: they are by no means large enough to divide women and men into different camps. And they are certainly not large enough to warrant making the kinds of sweeping statements differentiating women and men that have long been part of stereotype and that have recently reemerged in some feminist theory. 

Thousands of years of history prove that men are not more biologically hard-wired than women to press the button.

Asa Baber, pub. date: 1-1-87, Baber was a professor of English @ the Univ. of Hawaii, went on to Princeton Univ. where he joined the U.S. Marine Corps Platoon Leader Corps achieving the rank of Captain “Nuclear feminism, hormonal history.; sex roles and attitudes toward war,” accessed: 10-14-09, Lexis Nexis

What is it about their most primitive feelings that makes these men enjoy killing Women know    almost from birth that they can experience the ultimate act of creativity, but boys and men lack this potential capacity.    When I hear words like those-and, like most men, I've had years of    practice at it-I am amazed at the temerity and self-absorption of such thinking.  How are we ever going to have any kind of peace if women    are going to declare themselves so superior to men?  How are those of us opposed to the arms race ever going to get together if we have to accept a hormonal theory of history?    As a male, how can I respond to such a limited view of my own nature?  Does Caldicott really think she loves her children more than I love mine?  Must I accept the idea that I love killing?  Am I truly a victim of penis envy and missile envy?  By my very nature, am I dumb and stupid and out of touch with my emotions? ("I am married to a very beautiful man," she writes.  "But still he is a man.") If we gave every male in the world a hefty injection of estrogen, would we really    solve the problems of war and peace?  If it were that simple, I might even be for it.  But it's not.    Take a look around.  You'll find women who are walking away from nurturing roles as fast as they can.  You'll see aggressive women, hawkish women, ruthless women, cruel women.  You'll find women who are willing to turn children against their fathers-a kind of assassination    if there ever was one-and women who are perpetually ready to go to war or, at least, to send men off to war, a role that has not been unknown to women over the past 1000 millennia.    We're fallible.  All of us.  We're conditioned in strange ways and    we struggle with our tendencies toward aggression.  We've got a lot of work to do if we're going to avoid nuking, gassing, germing ourselves to death.  All of us.  Male and female, conscious of our fragility and our equality, our weaknesses and strengths.  But to charge that    it is androgen that has caused our wars and estrogen that has promoted peace?    Helen, ye hardly know me.
The status quo is structurally improving

Goklany 2009 (Indur Goklany, Julian Simon Fellow at the Property and Environment Research Center, visiting fellow at AEI, winner of the Julian Simon Prize and Award. PhD, MS, electrical engineering, “Have increases in population, affluence and technology worsened human and environmental well-being?,” 2009, http://www.ejsd.org/docs/HAVE_INCREASES_IN_POPULATION_AFFLUENCE_AND_TECHNOLOGY_WORSENED_HUMAN_AND_ENVIRONMENTAL_WELL-BEING.pdf)

Although global population is no longer growing exponentially, it has quadrupled since 1900. Concurrently, affluence (or GDP per capita) has sextupled, global economic product (a measure of aggregate consumption) has increased 23-fold and carbon dioxide has increased over 15-fold (Maddison 2003; GGDC 2008; World Bank 2008a; Marland et al. 2007).4 But contrary to Neo- Malthusian fears, average human well-being, measured by any objective indicator, has never been higher. Food supplies, Malthus’ original concern, are up worldwide. Global food supplies per capita increased from 2,254 Cals/day in 1961 to 2,810 in 2003 (FAOSTAT 2008). This helped reduce hunger and malnutrition worldwide. The proportion of the population in the developing world, suffering from chronic hunger declined from 37 percent to 17 percent between 1969–71 and 2001–2003 despite an 87 percent population increase (Goklany 2007a; FAO 2006). The reduction in hunger and malnutrition, along with improvements in basic hygiene, improved access to safer water and sanitation, broad adoption of vaccinations, antibiotics, pasteurization and other public health measures, helped reduce mortality and increase life expectancies. These improvements first became evident in today’s developed countries in the mid- to late-1800s and started to spread in earnest to developing countries from the 1950s. The infant mortality rate in developing countries was 180 per 1,000 live births in the early 1950s; today it is 57. Consequently, global life expectancy, perhaps the single most important measure of human well-being, increased from 31 years in 1900 to 47 years in the early 1950s to 67 years today (Goklany 2007a). Globally, average annual per capita incomes tripled since 1950. The proportion of the world’s population outside of high-income OECD countries living in absolute poverty (average consumption of less than $1 per day in 1985 International dollars adjusted for purchasing power parity), fell from 84 percent in 1820 to 40 percent in 1981 to 20 percent in 2007 (Goklany 2007a; WRI 2008; World Bank 2007). Equally important, the world is more literate and better educated. Child labor in low income countries declined from 30 to 18 percent between 1960 and 2003. In most countries, people are freer politically, economically and socially to pursue their goals as they see fit. More people choose their own rulers, and have freedom of expression. They are more likely to live under rule of law, and less likely to be arbitrarily deprived of life, limb and property. Social and professional mobility has never been greater. It is easier to transcend the bonds of caste, place, gender, and other accidents of birth in the lottery of life. People work fewer hours, and have more money and better health to enjoy their leisure time (Goklany 2007a). Figure 3 summarizes the U.S. experience over the 20th century with respect to growth of population, affluence, material, fossil fuel energy and chemical consumption, and life expectancy. It indicates that population has multiplied 3.7-fold; income, 6.9-fold; carbon dioxide emissions, 8.5-fold; material use, 26.5-fold; and organic chemical use, 101-fold. Yet its life expectancy increased from 47 years to 77 years and infant mortality (not shown) declined from over 100 per 1,000 live births to 7 per 1,000. It is also important to note that not only are people living longer, they are healthier. The disability rate for seniors declined 28 percent between 1982 and 2004/2005 and, despite better diagnostic tools, major diseases (e.g., cancer, and heart and respiratory diseases) occur 8–11 years later now than a century ago (Fogel 2003; Manton et al. 2006). If similar figures could be constructed for other countries, most would indicate qualitatively similar trends, especially after 1950, except Sub-Saharan Africa and the erstwhile members of the Soviet Union. In the latter two cases, life expectancy, which had increased following World War II, declined after the late 1980s to the early 2000s, possibly due poor economic performance compounded, especially in Sub-Saharan Africa, by AIDS, resurgence of malaria, and tuberculosis due mainly to poor governance (breakdown of public health services) and other manmade causes (Goklany 2007a, pp.66–69, pp.178–181, and references therein). However, there are signs of a turnaround, perhaps related to increased economic growth since the early 2000s, although this could, of course, be a temporary blip (Goklany 2007a; World Bank 2008a). Notably, in most areas of the world, the healthadjusted life expectancy (HALE), that is, life expectancy adjusted downward for the severity and length of time spent by the average individual in a less-than-healthy condition, is greater now than the unadjusted life expectancy was 30 years ago. HALE for the China and India in 2002, for instance, were 64.1 and 53.5 years, which exceeded their unadjusted life expectancy of 63.2 and 50.7 years in 1970–1975 (WRI 2008). Figure 4, based on cross country data, indicates that contrary to Neo-Malthusian fears, both life expectancy and infant mortality improve with the level of affluence (economic development) and time, a surrogate for technological change (Goklany 2007a). Other indicators of human well-being that improve over time and as affluence rises are: access to safe water and sanitation (see below), literacy, level of education, food supplies per capita, and the prevalence of malnutrition (Goklany 2007a, 2007b). 
Threat construction doesn’t cause wars

Kaufman, Prof Poli Sci and IR – U Delaware, 2009
(Stuart J, “Narratives and Symbols in Violent Mobilization: The Palestinian-Israeli Case,” Security Studies 18:3, 400 – 434) 

Even when hostile narratives, group fears, and opportunity are strongly present, war occurs only if these factors are harnessed. Ethnic narratives and fears must combine to create significant ethnic hostility among mass publics. Politicians must also seize the opportunity to manipulate that hostility, evoking hostile narratives and symbols to gain or hold power by riding a wave of chauvinist mobilization. Such mobilization is often spurred by prominent events (for example, episodes of violence) that increase feelings of hostility and make chauvinist appeals seem timely. If the other group also mobilizes and if each side's felt security needs threaten the security of the other side, the result is a security dilemma spiral of rising fear, hostility, and mutual threat that results in violence.¶ A virtue of this symbolist theory is that symbolist logic explains why ethnic peace is more common than ethnonationalist war. Even if hostile narratives, fears, and opportunity exist, severe violence usually can still be avoided if ethnic elites skillfully define group needs in moderate ways and collaborate across group lines to prevent violence: this is consociationalism.17 War is likely only if hostile narratives, fears, and opportunity spur hostile attitudes, chauvinist mobilization, and a security dilemma. 
2AC Environment Stuff

Offshore drilling safe and decreases pollution

Thornley 2009 (Drew Thornley, independent public-policy analyst, adjunct and part-time university lecturer at UT-Austin and Concordia, and licensed attorney, April 2009, “Myth 8: Offshore oil drilling has often caused significant environmental damage, Manhattan Institute, http://www.manhattan-institute.org/energymyths/myth8.htm)

In January 1969, a natural gas blowout on an oil rig miles off the coast of Santa Barbara, California, spilled 80,000 gallons of oil into the Pacific Ocean and onto surrounding beaches. Twenty years later, in March 1989, the Exxon Valdez oil tanker struck a reef and spilled 10.4 million gallons of oil into Prince William Sound, Alaska, affecting 1,300 miles of shoreline.¶ These two great oil spills are perhaps the principal sources of public antipathy toward offshore drilling for natural resources. Images of spilled oil bubbling to the ocean’s surface and covering birds and other wildlife have firmly cemented in much of the public mind that offshore drilling is dangerous, that it inflicts tremendous environmental harm, and that its costs are not worth its benefits. Thus the means by which the U.S. obtains about 25 percent of the nation’s natural gas production and about 24 percent of its oil production[102] have become, understandably, linked to environmental degradation.¶ A majority (64.4 percent) of respondents favored expanded offshore oil drilling, while 31.8 percent opposed it. Over 42 percent of those who opposed it believed that the U.S. already uses too much oil. Interestingly, even smaller percentages of those who opposed expanded drilling cited concerns that offshore drilling is the major cause of oil spills into the ocean (17.5 percent) or that oil rigs damage the environment (26.6 percent). Perhaps many are aware of offshore drilling’s successful track record.¶ Since 1975, offshore drilling in the Exclusive Economic Zone (within 200 miles of U.S. coasts) has a safety record of 99.999 percent, meaning that only 0.0001 percent of the oil produced has been spilled.[103] With regard to the Outer Continental Shelf (U.S. waters under federal, rather than state, jurisdiction),[104] between 1993 and 2007 there were 651 oil spills, releasing 47,800 barrels of oil. Given 7.5 billion barrels of oil produced during that period, one barrel of oil has been spilled in the OCS per 156,900 barrels produced. [105]¶ Research published in 2000 by the U.S. Minerals Management Service (MMS)[106] documents the decreasing occurrence of crude-oil spills in the OCS. Revising previous estimates first published in 1994, the authors analyzed data through 1999 and concluded that oil-spill rates for OCS platforms, tankers, and barges continued to decline.[107] Additionally, the number of oil spills from platforms, tankers, and pipelines is small, relative to the amount of oil extracted and transported. Even so, oil spills remain an unpleasant reality of offshore oil drilling. Certainly, any amount of oil spilled into the ocean is undesirable, but offshore oil operations contribute relatively little of the oil that enters ocean waters each year.¶ For example, ocean floors naturally seep more oil into the ocean than do oil-drilling accidents and oil-tanker spills combined. (However, such seepage generally does not rise to the surface or reach the coastlines and, thus, is not as apparent as oil-drilling spills.) According to the National Academies’ National Research Council, natural processes are responsible for over 60 percent of the petroleum that enters North American ocean waters and over 45 percent of the petroleum that enters ocean waters worldwide.[108] Thus, in percentage terms, North America’s oil-drilling activities spill less oil into the ocean than the global average, suggesting that our drilling is comparatively safe for the environment.¶ Ironically, research shows that drilling can actually reduce natural seepage, as it relieves the pressure that drives oil and gas up from ocean floors and into ocean waters. In 1999, two peer-reviewed studies found that natural seepage in the northern Santa Barbara Channel was significantly reduced by oil production. The researchers documented that natural seepage declined 50 percent around Platform Holly over a twenty-two-year period, concluding that, as oil was pumped from the reservoir, the pressure that drives natural seepage dropped.[109]¶ Offshore oil drilling is carefully monitored for environmental safety. Using state-of-the-art technology and employing a range of procedural safeguards, U.S. offshore drilling has a track record of minimal environmental impact. Modern oil drilling is even designed to withstand hurricanes and tropical storms. According to the MMS, 3,050 of the Gulf of Mexico’s 4,000 platforms and 22,000 of the 33,000 miles of the Gulf’s pipelines were in the direct path of either Hurricane Katrina or Hurricane Rita. The hurricanes destroyed 115 drilling platforms, damaged 52 others, and damaged 535 pipeline segments, yet “there was no loss of life and no major oil spills attributed to either storm.”[110]¶ All forms of energy production come with risks, both to humans and to the environment. Offshore oil drilling is no exception. Spills from offshore drilling and tankers undoubtedly will continue to occur, but they are rare and are decreasing in frequency; and the amount of oil spilled from rigs and tankers is small, compared with the amount of oil extracted and with the amount of oil that enters ocean waters naturally from ocean floors. As technology continues to advance, and as companies find themselves accountable to a public increasingly concerned about environmental stewardship, drilling for oil in our coastal waters will continue to be conducted in a safe and environmentally conscious manner. 

No environment collapse and no impact
Ellis 2012 (Erle Ellis, environmental scientist at University of Maryland, Baltimore County, “The Planet of No Return,” Winter 2012, Breakthrough Institute, http://thebreakthrough.org/index.php/journal/past-issues/issue-2/the-planet-of-no-return/) 
Over the last several decades, a consensus has grown among scientists that humans have become the dominant ecological force on the planet. According to these scientists, we are now living in the Anthropocene, a new geological epoch shaped by humans.1 While some have hailed this forward-looking vision of the planet, others have linked this view with the perennial concern that human civilization has exceeded the carrying capacity of Earth's natural systems and may thus be fundamentally unsustainable.2 In this article, I argue that this latter notion rests upon a series of assumptions that are inconsistent with contemporary science on how humans interact with ecosystems, as well as with most historical and archeological evidence.¶ Ever since early humans discovered fire and the benefits of collaborative systems such as collective hunting and social learning, human systems, not the classic biophysical limits that still constrain other species, have set the wider envelope for human population growth and prosperity. It was not planetary boundaries, but human system boundaries that constrained human development in the Holocene, the geological epoch that we have just left. We should expect no less in the Anthropocene.¶ Humans have dramatically altered natural systems -- converting forests to farmlands, damming rivers, driving some species to extinction and domesticating others, altering the nitrogen and carbon cycles, and warming the globe -- and yet the Earth has become more productive and more capable of supporting the human population.3 This process has dramatically intensified in recent centuries at a rate unprecedented in Earth's (and human) history,4 but there is little evidence to date that this dynamic has been fundamentally altered. While the onset of the Anthropocene carries new ecological and social risks, human systems such as agriculture have proven extraordinarily resilient to environmental and social challenges, responding robustly to population pressures, soil exhaustion, and climate fluctuations over millennia, from a global perspective.¶ Though the sustainability of human civilization may not be at stake, we must still take our responsibilities as planetary stewards more seriously than ever. As the scale and power of human systems continue to increase at accelerating rates, we are awakening to a new world of possibilities -- some of them frightening. And yet our unprecedented and growing powers also allow us the opportunity to create a planet that is better for both its human and nonhuman inhabitants. It is an opportunity that we should embrace.¶ 1.¶ Long before the Holocene, Paleolithic human systems had already evolved powers beyond those of any other species, managing to engineer ecosystems using fire, to innovate collective strategies for hunting, and to develop other tools and techniques that revolutionized human livelihoods from hunting and foraging.5 The extinction of megafauna across most of the terrestrial biosphere demonstrates the unprecedented success of early human engineering of ecosystems.6 Those extinctions had cascading effects (trophic downscaling) caused by the loss of dominant species, leading to forest loss in some regions and forest regrowth in others.7 Paleolithic humans, with a population of just a few million, dramatically transformed ecosystems across most of the terrestrial biosphere and most coastal ecosystems,8 demonstrating that population size is not the main source of the transformative power of human systems.¶ The onset of the Holocene, which began with the end of the last ice age, roughly corresponds with the start of the Neolithic Age of human development. During this period, agricultural human systems began to displace earlier Paleolithic human systems,9 and human systems became dependent upon the entirely novel, unambiguously anthropogenic process of clearing native vegetation and herbivores and replacing them with engineered ecosystems populated by domesticated plant and animal species.10 This process allowed available land and resources to support many more people and set the stage for massive and sustained human population growth way beyond what was possible by Paleolithic systems. In ten millennia, the human population surged from just a few million to billions today.11¶ While the warm and stable climate of the Holocene is widely credited with enabling the rise of agriculture, more complex forms of human social organization, and the general thriving of human populations to a degree far exceeding that of the prior epoch, it was not these new climatic and biophysical conditions themselves that brought the Paleolithic era to an end. Rather, Paleolithic human systems failed to compete with a new human system built upon a series of profound technological innovations in ecosystem engineering.12¶ The dramatic, sustained rise of agricultural populations, along with their eventual success in dominating Earth's most productive lands, demonstrates that the main constraints on these populations were not environmental.13 The Malthusian model holds that populations are ultimately limited by their environmental resources -- primarily the ability of a given area of land to provide adequate food.14 But this model makes little sense when engineered ecosystems have long been the basis for sustaining human populations.¶ Throughout the world, food production has risen in tandem with the density of agricultural populations. Populations work harder and employ more productive technologies to increase the productivity of land only after it becomes a limiting resource. This results in a complex interplay of population growth, labor inputs, technology adoption, and increased productivity -- a process of agricultural intensification that still continues in many developing agricultural regions today.15¶ Until the widespread commodification of agricultural production over the last century or so, agriculturalists -- and likely their Paleolithic hunting and foraging predecessors -- used the minimal amount of labor, technologies, and other resources necessary to support their livelihoods on the lands available to them.16 In most regions, yield-boosting technologies, like the plow and manuring, had already been developed or introduced long before they became necessary to overcome constraints on local food availability for subsistence populations.17 Improving agricultural productivity facilitated rising population growth and density and placed greater pressure on food production, which, in turn, induced the adoption of more productive agricultural technologies.¶ While this steady increase in the productivity of land use in tandem with population seems to conflict with the environmental degradation classically ascribed to human use of land,18 the theoretical explanations for this are simple and robust. The low-density populations of early farmers tended to adopt long-fallow shifting cultivation systems (rotations of 20 years and longer), progressing through short-fallow shifting cultivation, annual cropping, multiple cropping, and the increasing use of irrigation and fertilizers as populations grew and land became scarce.19¶ Cultivation of agricultural land has resulted in all manner of environmental degradation at local scales. Although agricultural productivity inevitably declines after land is first cleared for agriculture and in agricultural systems without intensive management, there is little evidence of declining long-term productivity in agricultural lands that have been managed intensively for millennia.20 Indeed, the overwhelming trend is quite the opposite.21 Increasing demands upon the productivity of agricultural lands have resulted in an increasing demand for technological inputs (and labor, in the preindustrial era) in order to maintain and increase productivity, which continues to rise in most agricultural regions.¶ 2.¶ The long trends toward both the intensification of agricultural cultivation and the engineering of ecosystems at increasing scope and scale have accelerated as more and more of the world transitions from rural and agricultural societies to urban and industrial ones. The exponential growth in population, resource use, technologies, and social systems over the past half-century marks the most rapid and powerful transformation of both Earth and human systems ever.22¶ In the past two centuries, fossil energy has mostly replaced biomass for fuel and substituted for most human and animal labor,23 revolutionizing the human capacity for ecosystem engineering, transport, and other activities. Large-scale industrial synthesis has introduced artificial compounds almost too numerous to count,24 including a wide variety used to control undesired species.25 Synthetic nitrogen fertilizers have helped to both double the amount of biologically reactive nitrogen in the Earth system and have largely replaced the use of native soil fertility in sustaining human populations.26 Genetic engineering has accelerated gene transfer across species.27 The waste products of human systems are felt almost everywhere on land, water, and air, including emissions of carbon dioxide rapid enough to acidify the oceans and change the climate system at rates likely unprecedented in Earth's history.28 Wild fish and forests have almost disappeared,29 receding into the depths of our ancestral memory.¶ At the same time, advances in hygiene and medicine have dramatically increased human health and life expectancy.30 Industrial human systems are far more connected globally and evolve more rapidly than prior social systems, accelerating the pace of social change and interaction, technological innovation, material exchange, as well as the entire tempo of human interactions with the Earth system.31 Over the last two centuries (and especially the past fifty years) most humans have enjoyed longer, healthier, and freer lives than we ever did during the Holocene.¶ There is no sign that these processes or their dynamics are slowing down in any way -- an indication of their resilience in the face of change.32 As far as food and other basic resources are concerned, we remain far from any physically determined limits to the growth and sustenance of our populations.33 For better or for worse, humans appear fully capable of continuing to support a burgeoning population by engineering and transforming the planet.¶ 3.¶ While human societies are likely to continue to thrive and expand, largely unconstrained by any hard biophysical boundaries to growth, this trend need not be inconsistent with conserving and even restoring a solid measure of our ecological inheritance. As populations, consumption, and technological power advance at an exponential pace, industrial systems appear to be evolving in new directions that tend to reverse many of the environmental impacts caused by agriculture and prior human systems.¶ Urbanization, perhaps the most powerful global change process of the industrial age, is rapidly concentrating human populations across the world into the market-based economies of cities, decoupling most of humanity from agricultural livelihoods and direct interactions with rural lands.34 And while urbanization is nothing new, its current scale and rate are unprecedented.35¶ Urban economies of scale, particularly in human interactions and infrastructure, accrue as a result of population density and lead to improvements and additional advantages in nearly all aspects of human systems, including better health care, incomes, housing, access to markets, transportation, and waste treatment among many others.36 Urban populations also tend to experience much lower and declining birth rates.37¶ Yet the greatest global effects of urbanization may be realized outside of cities, which occupy less than one percent of Earth's ice-free land. Rural-to-urban migration leads to the depopulation of rural landscapes, and massive urban demand for food and resources leads to the upscaling of agricultural systems.38 The process is complex, but such trends tend to concentrate production in Earth's most productive agricultural lands, boosting agricultural yields in these areas through intensive use of inputs and technology by large-scale farming operations.39 Depending on whether governance systems are in place to take advantage of these transformative powers of urbanization, large-scale forest recoveries can and have taken place in response to the widespread abandonment of marginal agricultural lands.40¶ As a result, massive urbanization may ultimately prove yet another stage in the process of agricultural intensification. In this case, increasing human population densities in urban areas drive ever increasing productivity per unit area of land, while at the same time allowing less productive lands to recover. Multifunctional landscape management may then support both intensive food production and habitat recovery for native and other desirable species.41¶ 4.¶ With urbanization shaping the Industrial Age, and as we move rapidly into the most artificial environments we have ever created, the decisions we must make are ever clearer. Indeed, even as urbanization drives advances in some forms of agricultural productivity, the trend is rapidly spelling an end to some of the most ancient and productive agricultural human systems the world has ever seen -- the ancient rice paddies of Asia are being transformed into factory floors. As we did at the end of the Paleolithic, most of humanity is defecting from the older ways, which will soon become hobbies for the elite and nostalgic memories for the rest of humanity. Just as wild forests, wild game, and soon, wild fish disappear, so do the human systems associated with them.¶ While there is nothing particularly good about a planet hotter than our ancestors ever experienced -- not to mention one free of wild forests or wild fish -- it seems all too evident that human systems are prepared to adapt to and prosper in the hotter, less biodiverse planet that we are busily creating. The "planetary boundaries" hypothesis asserts that biophysical limits are the ultimate constraints on the human enterprise.1 Yet the evidence shows clearly that the human enterprise has continued to expand beyond natural limits for millennia. Indeed, the history of human civilization might be characterized as a history of transgressing natural limits and thriving. While the Holocene's relatively stable conditions certainly helped support the rise and expansion of agricultural systems, we should not assume that agriculture can only thrive under those particular conditions. Indeed, agriculture already thrives across climatic extremes whose variance goes far beyond anything likely to result from human-caused climate change.¶ The Earth we have inherited from our ancestors is now our responsibility. It is not natural limits that will determine whether this planet will sustain a robust measure of its evolutionary inheritance into the future. Our powers may yet exceed our ability to manage them, but there is no alternative except to shoulder the mantle of planetary stewardship. A good, or at least a better, Anthropocene is within our grasp. Creating that future will mean going beyond fears of transgressing natural limits and nostalgic hopes of returning to some pastoral or pristine era. Most of all, we must not see the Anthropocene as a crisis, but as the beginning of a new geological epoch ripe with human-directed opportunity. 

Alt fails- Emperical data indicates that ecofeminism is based on a false premise that women are more concerned about nature

Terry Leahy (University of Newcastle) October 2000 “Ecofeminism is the Theory But What is the Practice?” http://www.octapod.org:8000/gifteconomy//content/ecofemintlong.html

While all this sounds favourable for the ecofeminist strategy there are some other aspects of the survey data that are not so reassuring. Some studies show no difference between men and women on environmental issues or argue that the differences are not statistically significant (Van Liere & Dunlap 1980; Arcury, Scollay & Johnson 1987; Hines, Hungerford & Tomera 1987; Blocker & Eckberg 1989; Theodori, Luloff & Willits 1998). Some studies actually suggest that women may be less concerned than men about some environmental issues. For example Papadakis discusses a 1990 Australian study of 2037 voters. 79% of women thought pollution was a very urgent problem compared with 74% of men but waste, uranium, logging, wildlife and greenhouse were considered more urgent by men - for example 75% of men nominated the greenhouse effect as a very urgent problem compared to 66% of women ( Papadakis 1993, 158; for a similar result in the US see Burch, Cheek & Taylor 1972). 
2AC Alt Fails
Ecofeminist alternative empirically fail to achieve real political change

Terry Leahy (University of Newcastle) October 2000 “Ecofeminism is the Theory But What is the Practice?” http://www.octapod.org:8000/gifteconomy//content/ecofemintlong.html

More seriously still, the support for ecofeminism suggested by attitude surveys is not necessarily translated into strong political action on behalf of the environment. While ecofeminist writing and analysis of environmental actions led by women can suggest that women are everywhere waking up to their alliance to nature, other indicators imply this is something of a minority position. For example Tranter (1996) in Australia found that 10% of men were members of environmental organisations and 9% of women - yet women were more active with 6% of women and 3% of men having been involved in an environmentalist demonstration. Even so, these figures show that environmental activism is confined to a small minority of either gender. In countries where Green parties are strong, typical votes are less than 10 per cent of the population as a whole, with men often being slightly more likely to vote for the Greens (Burklin 1987; Diani 1989; McAllister 1994; Lauber 1997). Studies of voter behaviour in the US suggest that strong majority commitment to environmental reform expressed in surveys does not translate into voting for more pro-environmentalist candidates (Dunlap 1989). More specifically, strong gender differences on nuclear issues did not stop Reagan doing better than Carter amongst women voters
The alternative does not grant us access to special knowledge to solve oppression, It make it impossible to solve oppression because other’s standpoints are ignored and marginalized

Katharine Bartlett (professor of Law at Duke University School of Law) 1990 “Feminist Legal Methods” Harvard Law Review p. Lexis

In addition to imposing too broad a view of gender, standpoint epistemologists also tend to presuppose too narrow a view of privilege. I  [*875]  doubt that being a victim is the only experience that gives special access to truth. Although victims know something about victimization that non-victims do not, victims do not have exclusive access to truth about oppression. The positions of others -- co-victims, passive by-standers, even the victimizers -- yield perspectives of special knowledge that those who seek to end oppression must understand.  Standpoint epistemology's claim that women have special access to knowledge also does not account for why all women, including those who are similarly situated, do not share the same interpretations of those situations -- "a special explanation of non-perception." n196 One account argues that the hold of patriarchal ideology, which "intervenes successfully to limit feminist consciousness," n197 causes "false consciousness." Although feminist legal theorists rarely offer this explanation explicitly, it is implicit in theories that associate with women certain essential characteristics, variance from which connotes a distortion of who women really are or what they really want. n198

***1AR***
A2 Poland

US LNG exports key to change global markets
Hulbert 2012 (Matthew Hulbert, Analyst at European Energy Review and consultant to a number of governments & institutional investors, Senior Research Fellow, Netherlands Institute for International Relations, May 26, 2012, “Why American Natural Gas Will Change The World,” Forbes, http://www.forbes.com/sites/matthewhulbert/2012/05/26/why-american-natural-gas-will-change-the-world/2/)
Europe will watch the debate with considerable interest – not just because the likes of BG Group have a 34% stake in total US LNG export capacity being developed, but because European hub prices currently sit mid-way between the US and Asia. European spot market liquidity has held up reasonably well thanks to Qatari supplies, but Doha is increasingly looking East, a dynamic that could leave Europe with its more traditional Russian, North Sea and North African pipeline mix. If American LNG doesn’t come good, North West European liquidity will dry up quicker than most think – with potentially serious price and dependency implications. Europe will inevitably fail to develop its shale reserves, not unless the states in question happen to be perched on the Russian border. Little wonder serious forecasts already think Europe will end up importing more US LNG by 2020 than it manages to frack in its own backyard.¶ This 2020 ‘lead time’ is important for Europe, not just because it’s going to take some time for US LNG trains to gather speed, but because the first wave of exports will predominantly go to Asia. Japan has been in the headlines post-Fukushima boosting short term demand, but the real prize remains China. Gas demand has been going up 5% year on year, while LNG shot up 31% once China’s fifth import terminal went online. That’s closely followed by India where LNG remains a strategic priority given the impossibility of getting pipelines into Delhi via Pakistan or Afghanistan. Although India and China are actively developing domestic shale reserves, (Beijing has earmarked no less than 30bcm capacity), America should have little problem taking Asian market share, particularly if it provides greater flexibility on take or pay contracts to hedge long term price risk.¶ Indeed, the mere prospect of US LNG is Asia is already creating major problems for Middle East and Russian players trying to sell gas (LNG or pipeline) on an oil indexed basis. Australia is in no better shape; despite headline figures of 80mt/y of LNG by 2018 (i.e. the world leader), cost inflation is rife and coal bed plays are looking more costly to develop than originally thought. International players are still investing in Australia (ironically as a double hedge against US LNG flopping), but given that Australian LNG docks into Asian ports for around $17-$18MM/Btu, any softening of prices could leave current (and prospective) LNG projects in the red.¶ That might sound problematic for future supply prospects, but it’s also extremely interesting when we consider that Chenerie’s Sabine Pass output will be sold into South Korea at $8/MMBtu. Sure, Chenerie is more desperate than most to secure long term supply contracts to ease domestic credit constraints give its junk status (CCC+), but it actually took its pricing cue in Asia from deals brokered by BG Group. The ‘general’ formula is to set a minimal $3/MMBtu (i.e. Henry Hub) capacity leasing charge as default payment if gas isn’t lifted, with a 115% mark up to bridge differentials on actual deliveries. Obviously it’s very early doors to call a decoupling of international gas prices from oil (Japanese Crude Cocktail (JCC)) in Asia towards ‘Shanghai Spot’ for gas in China, but at the very least, we can expect the likes of Qatar, Russia, Australia (and even Canada) to be more flexible on contractual terms / oil indexation if they want to secure Asian markets and stymie a Pacific Basin price war. It’s either that or they’ll hold out on sales, and hope US LNG doesn’t pan out. When the market gets razor tight, get Asian governments to sign on the oil indexation line.¶ Fair enough, traditional producers are probably safe to assume that bigger American beasts won’t be nearly as generous as Cheniere have been on terms, but if further US developments such as Cove Point, Lake Charles or Jordan Cove retain even notional links to underlying Henry Hub prices (plus mark-ups), then traditional oil indexation pricing methods could be in deep trouble. Long term contracts remain crucial for getting stuff built, but pricing references within them would be far more dynamic. It could also mean more LNG capacity is reserved to feed genuine spot markets rather than the 10-15% typically used in developments today.¶ No one is saying this equates to international gas price parity just yet – not by a country mile; the spreads between US domestic prices and Asian spot will remain huge. But the logic of any global commodity market is to develop a single price rule across vast geographical locations. Physical assets go from low price markets to high yield plays – over time, arbitrage does it work: You end up with price parity. That’s probably why BG Group isn’t particularly bothered about being so flexible over take or pay clauses on long term contracts. If Asia eventually ends up oversupplied, whatever BG fails to sell in the East, it will get similar prices for on European hubs, and perhaps even one day, in New York.¶ As scary as that might sound, given that anything up to 250mt/y of LNG might make its way onto global markets over the next twenty years from every point on the compass – Nigeria, Indonesia, Israel, PNG, Mozambique, Equatorial Guinea – you name it, now would seem a good time to organise the gas world on global gas fundamentals. The next five to ten years will largely determine which direction we’re heading, but liquid markets are good for fungibility, they are good for supply and good diversity of sources. And it’s US LNG that could tip the balance towards those interests.¶ Traditional petro-state would be put on the back foot; gas would finally break its oil indexation shackles, new market designs would development. US deliveries would also help to put the transatlantic energy relationship back on track for the more market minded, at least once the ‘hidden hand’ has done what it should do first; let US majors make loads of money in Asia before things globally level out. American natural gas has the potential to change the world – the only question that remains, is whether US politicians will let glorious global convergence play out. 

Threat Construction

Threat construction doesn’t cause wars

Kaufman, Prof Poli Sci and IR – U Delaware, 2009
(Stuart J, “Narratives and Symbols in Violent Mobilization: The Palestinian-Israeli Case,” Security Studies 18:3, 400 – 434) 

Even when hostile narratives, group fears, and opportunity are strongly present, war occurs only if these factors are harnessed. Ethnic narratives and fears must combine to create significant ethnic hostility among mass publics. Politicians must also seize the opportunity to manipulate that hostility, evoking hostile narratives and symbols to gain or hold power by riding a wave of chauvinist mobilization. Such mobilization is often spurred by prominent events (for example, episodes of violence) that increase feelings of hostility and make chauvinist appeals seem timely. If the other group also mobilizes and if each side's felt security needs threaten the security of the other side, the result is a security dilemma spiral of rising fear, hostility, and mutual threat that results in violence.¶ A virtue of this symbolist theory is that symbolist logic explains why ethnic peace is more common than ethnonationalist war. Even if hostile narratives, fears, and opportunity exist, severe violence usually can still be avoided if ethnic elites skillfully define group needs in moderate ways and collaborate across group lines to prevent violence: this is consociationalism.17 War is likely only if hostile narratives, fears, and opportunity spur hostile attitudes, chauvinist mobilization, and a security dilemma. 
Russia

Russia’s resurgent and hostile

Martel 2/25 (William Martel, Associate Professor of International Security Studies at The Fletcher School, Tufts University, February 25, 2013, “America’s Dangerous Drift,” The Diplomat, http://thediplomat.com/2013/02/25/americas-dangerous-drift/3/)

Second, Russia is resurgent with a government and politics creeping inexorably toward what many see as authoritarianism. This shift under President Vladimir Putin with his “cult of personality” gradually dominates Russian society. Putin’s increasingly strident rhetoric toward the United States, past predatory energy policies towards Europe and support for authoritarian governments in Iran and Syria are sources of growing concern for states in Eurasia. Seeing the rise of yet another anti-democratic leader, many in Russia and elsewhere fear another era of hostility.
A2 Science Bad

We are not science, we use science – our method is the same one everyone inevitably uses on a day-to-day basis, just more rigorous
Bricmont 2001 Jean Bricmont, professor of theoretical physics at the University of Louvain, “Defense of a Modest Scientific Realism”, September 23, http://www.physics.nyu.edu/faculty/sokal/bielefeld_final.pdf
So, how does one obtain evidence concerning the truth or falsity of scientific assertions? By the same imperfect methods that we use to obtain evidence about empirical assertions generally. Modern science, in our view, is nothing more or less than the deepest (to date) refinement of the rational attitude toward investigating any question about the world, be it atomic spectra, the etiology of smallpox, or the Bielefeld bus routes. Historians, detectives and plumbers indeed, all human beings use the same basic methods of induction, deduction and assessment of evidence as do physicists or biochemists.18 Modern science tries to carry out these operations in a more careful and systematic way, by using controls and statistical tests, insisting on replication, and so forth. Moreover, scientific measurements are often much more precise than everyday observations; they allow us to discover hitherto unknown phenomena; and scientific theories often conflict with "common sense'*. But [he con f I id is al the level of conclusions, nol (he basic approach. As Susan Haack lucidly observes: Our standards of what constitutes good, honest, thorough inquiry and what constitutes good, strong, supportive evidence are not internal to science. In judging where science has succeeded and where it has failed, in what areas and at what times it has done better and in what worse, we are appealing to the standards by which we judge the solidity of empirical beliefs, or the rigor and thoroughness of empirical inquiry, generally.1'1 Scientists' spontaneous epistemology the one that animates their work, regardless of what they may say when philosophizing is thus a rough-and-ready realism: the goal of science is to discover (some aspects of) how things really are. More The aim of science is to give a true (or approximately true) description of reality. I'll is goal is realizable, because: 1. Scientific theories are either true or false. Their truth (or falsity) is literal, not metaphorical; it does not depend in any way on us, or on how we test those theories, or on the structure of our minds, or on the society within which we live, and so on. 2. It is possible to have evidence for the truth (or falsity) of a theory. (Tt remains possible, however, that all the evidence supports some theory T, yet T is false.)20 Tin- most powerful objections to the viability of scientific realism consist in various theses showing that theories are underdetermined by data.21 In its most common formulation, the underdetermination thesis says that, for any finite (or even infinite) set of data, there are infinitely many mutually incompatible theories that are "compatible'' with those data. This thesis, if not properly understood22, can easily lead to radical conclusions. The biologist who believes that a disease is caused by a virus presumably does so on the basis of some "evidence" or some "data'*. Saying that a disease is caused by a virus presumably counts as a "theory'' (e.g. it involves, implicitly, many counlerfactual statements). But if there are really infinitely many distinct theories that are compatible with those "data", then we may legitimately wonder on what basis one can rationally choose between those theories. In order to clarify the situation, it is important to understand how the underdetermination thesis is established; then its meaning and its limitations become much clearer. Here are some examples of how underdeterminatiou works; one may claim that: The past did not exist: the universe was created five minutes ago along with all the documents and all our memories referring to the alleged past in their present state. Alternatively, it could have been created 100 or 1000 years ago. The stars do not exist: instead, there are spots on a distant sky that emit exactly the same signals as those we receive. All criminals ever put in jail were innocent. For each alleged criminal, explain away all testimony by a deliberate desire to harm the accused; declare that all evidence was fabricated by the police and that all confessions were obtained bv force.2'1 Of course, all these "theses'1 may have to be elaborated, but the basic idea is clear: given any set of facts, just make up a story, no matter how ad hoc, to "account" for the facts without running into contradictions.2,1 It is important to realize that this is all there is to the general (Quinean) underdetermination thesis. Moreover, this thesis, although it played an important role in the refutation of the most extreme versions of logical positivism, is not very different from the observation that radical skepticism or even solipsism cannot be refuted: all our knowledge about the world is based on some sort of inference from the observed to the unobserved, and no such inference can be justified by deductive logic alone. However, it is clear that, in practice, nobody ever takes seriously such "theories" as those mentioned above, any more than they take seriously solipsism or radical skepticism. Let us call these "crazy theories'*2'1 (of course, it is not easy to say exactly what it means for a theory to be non-crazy). Xote that these theories require no work: they can be formulated entirely a priori. On the other hand, the difficult problem, given some set of data, is to find even one non-crazy theory that accounts for them. Consider, for example, a police enquiry about some crime: it is easy enough to invent a story that "accounts for the facts'" in an ad hoc fashion (sometimes lawyers do just that); what is hard is to discover who really committed the crime and to obtain evidence demonstrating that beyond a reasonable doubt. Reflecting on this elementary example clarifies the meaning of the underdelermination thesis. Despite the existence of innumerable "crazy theories'* concerning any given crime, it sometimes happens in practice that there is a unique theory (i.e. a unique story about who committed the crime and how) that is plausible and compatible with the known facts; in that case, one will say that the criminal has been discovered (with a high degree of confidence, albeit not with certainty). It may also happen that no plausible theory is found, or that we are unable to decide which one among several suspects is really guilty: in these cases, the underdetermination is real.-'' One might next ask whether there exist more subtle forms of underdetermination than the one revealed by a Duhem Quine type of argument. In order to analyze this question, let us consider the example of classical electromagnetism. This is a theory that describes how particles possessing a quantifiable property called "electric charge" produce "electromagnetic fields" that "propagate in vacuum" in a certain precise fashion and then "guide" the motion of charged particles when they encounter them.2' Of course, no one ever "sees" directly an electromagnetic field or an electric charge. So, should one interpret this theory "realistically'', and if so, what should it be taken to mean? Classical electromagnetic theory is immensely well supported by precise experiments and forms the basis for a large part of modern technology. It is "confirmed'' every time one of us switches on his or her computer and finds that it works as designed.'8 Does this overwhelming empirical support imply that there are "really"' electric and magnetic fields propagating in vacuum? In support of the idea that thenare, one could argue that electromagnetic theory postulates the existence of those fields and that there is no known non-crazy theory that accounts equally well for the same data; therefore it is reasonable to believe that electric and magnetic fields really exist. But is it in fact true that there are no alternative non-crazy theories? Here is one possibility: Let us claim that there are no fields propagating "in vacuum", but that, rather, there are only "forces" acting directly between charged particles.29 Of course, in order to preserve the empirical adequacy of the theory, one lias to use exactly the same Maxwell Lorentz system of equations as before (or a mathematically equivalent system). But one may interpret the fields as a mere "calculational device" allowing us to compute more easily the net effect of the "real" forces acting between charged particles.30 Almost every physicist reading these lines will say that this is some kind of metaphysics or maybe even a play on words that this "alternative theory" is really just standard electromagnetic theory in disguise. Xow, although the precise meaning of "metaphysics" is hard to pin down 31, there is a vague sense in which, if we use exactly the same equations (or a mathematically equivalent set of equations) and make exactly the same predictions in the two theories, then they are really the same theory as far as "physics" is concerned, and the distinction between the two if any lies outside of its scope. The same kind of observation can be made about most physical theories: In classical mechanics, are there really forces acting on particles, or are the particles instead following trajectories defined by variational principles? In general relativity, is space-time really curved, or are there, rather, fields that cause particles to move as if space-time were curved?'2 Let us call this kind of underdetermination "genuine'*, as opposed to the "crazy" underdeterminations of the usual Duhem Quine thesis. By "genuine'*, we do not mean that these underdeterminations are necessarily worth losing sleep over, but simply that there is no rational way to choose (at least on empirical grounds alone) between the alternative theories if indeed they should be regarded as different theories.

